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ABSTRACT

Accurate reservoir permeability determination is crucial in hydrocarbon exploration and production.
Conventional methods relying on empirical correlations and assumptions often result in high costs, time
consumption, inaccuracies, and uncertainties. This study introduces a novel hybrid machine learning
approach to predict the permeability of the Wangkwar formation in the Gunya oilfield, Northwestern
Uganda. The group method of data handling with differential evolution (GMDH-DE) algorithm was used
to predict permeability due to its capability to manage complex, nonlinear relationships between vari-
ables, reduced computation time, and parameter optimization through evolutionary algorithms. Using
1953 samples from Gunya-1 and Gunya-2 wells for training and 1563 samples from Gunya-3 for testing,
the GMDH-DE outperformed the group method of data handling (GMDH) and random forest (RF) in
predicting permeability with higher accuracy and lower computation time. The GMDH-DE achieved an
R? 0f 0.9985, RMSE of 3.157, MAE of 2.366, and ME of 0.001 during training, and for testing, the ME, MAE,
RMSE, and R?> were 1.3508, 12.503, 21.3898, and 0.9534, respectively. Additionally, the GMDH-DE
demonstrated a 41% reduction in processing time compared to GMDH and RF. The model was also
used to predict the permeability of the Mita Gamma well in the Mandawa basin, Tanzania, which lacks
core data. Shapley additive explanations (SHAP) analysis identified thermal neutron porosity (TNPH),
effective porosity (PHIE), and spectral gamma-ray (SGR) as the most critical parameters in permeability
prediction. Therefore, the GMDH-DE model offers a novel, efficient, and accurate approach for fast
permeability prediction, enhancing hydrocarbon exploration and production.
© 2024 Institute of Rock and Soil Mechanics, Chinese Academy of Sciences. Production and hosting by
Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/
licenses/by-nc-nd/4.0/).

1. Introduction

production and hydrogen storage (Zhang and Wu, 2023). Perme-
ability is used to estimate the amount of fluid that can be produced

Hydrocarbon reservoirs are complex geological systems that
contain oil and gas in porous and permeable rock formations. The
accurate determination of permeability, which is a measure of a
rock's ability to transmit fluids, is a critical factor in hydrocarbon
exploration, CO; injection, enhanced oil recovery, petroleum
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from a reservoir and to optimize the design of production wells (Al-
Amri, 2017; Lee et al., 2021; Jiang et al., 2022; Liu et al., 2023;
Masroor et al., 2023; Sun et al., 2023). This parameter is crucial for
assessing reservoirs, making management decisions, and deter-
mining the most effective strategy for enhanced oil recovery. The
primary factors determining the permeability at certain points are
influenced by the porosity, pore geometry, wettability, and water
saturation of the reservoir rock formations (Mahdaviara et al.,
2020; Zakharov et al., 2022).

Conventional methods for permeability prediction such as
empirical correlations, Archie's law, Kozeny-Carman equation, and
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Table 1
The previous ML methods for permeability prediction and their limitations.
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Method Limitation

Source

Support vector machine (SVM)

Group method of data handling (GMDH)

Genetic algorithm (GA)

Deep residual neural network (DRNN)

Extreme gradient boosting (XGBoost)

Multilayer perception with social ski-driver (MLP-SSD)
Stacked extreme learning machine (ELM)

Generalized additive model (GAM)

Difficult in handling large dataset

Model complexity; Overfitting

May lead to overfitting

Prone to overfitting; Problem of gradient disappearance
Computationally expensive; Complex interpretability
Slow convergence; Computationally expensive

Time consuming; Computationally expensive

Prone to overfitting; Computationally expensive

Anifowose et al. (2019)
Mathew Nkurlu et al. (2020)
Al Khalifah et al. (2020)
Zhang et al. (2021a)
Mohammadian et al. (2022)
Matinkia et al. (2023)
Kalule et al. (2023)

Mahdy et al. (2024)
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Fig. 1. Location of the Gunya oilfield showing three studied wells.

flow-zone indicator (FZI) analysis (Archie, 1942; Amaefule et al.,
1993; Uguru et al.,, 2005; Costa, 2006; Rashid et al., 2015) are
employed in the oil and gas industry on a large scale. However,
these methods have some limitations. Empirical correlations rely
on statistical relationships between core permeability measure-
ments and petrophysical properties, making them potentially
inapplicable in different geological settings (Wang, 2019;
Belhouchet et al., 2021; Makarian et al., 2023). Archie's law assumes
electrical homogeneity and known fluid saturations (Zhang et al.,
2021b), which may not always hold true in permeability determi-
nation. The Kozeny-Carman equation is restricted to homogeneous
and isotropic formations, failing to account for rock heterogeneity
and anisotropy (Wong et al., 2000; Shokir et al., 2006). FZI method
is a time-consuming process that requires core analysis, and the
results may not be representative of the entire reservoir (Mirzaei-
Paiaman et al., 2015, 2020). In contrast, conventional methods
relying on empirical correlations and assumptions for permeability
prediction from petrophysical logs can introduce inaccuracies,
uncertainties, high operational cost, and time consumption
(Mohammadlou and Megrk, 2012; Zhong and Carr, 2019;
Martyushev et al., 2023b).

To overcome these limitations, there is an increasing interest in
applying machine learning for permeability prediction from pet-
rophysical logs (Akande et al., 2017; Elkatatny et al., 2018; Zhang
et al,, 2018; Zhong et al., 2019; Subasi et al., 2020; Kabwe, 2022;
Sun et al., 2022; Tian et al., 2022; Martyushev et al., 2023a; Rashid

et al,, 2023; Xu et al., 2023). Machine learning algorithms can
optimize model parameters to increase accuracy and capture the
intricate, nonlinear correlations between petrophysical character-
istics and permeability. Sheykhinasab et al. (2023) used a multi-
layer extreme learning machine coupled with the cuckoo
optimization algorithm (MELM-COA) to predict the permeability of
highly heterogeneous reservoirs from petrophysical logs. Rezaee
and Ekundayo (2022) explored machine learning techniques for
permeability prediction using well logs and core data from five
Surat Basin boreholes in Australia. The study revealed that the
artificial neural network (ANN), utilizing all seven input logs, ach-
ieved the highest performance. It demonstrated an R? of about 0.93
during training and 0.87 during testing. Notably, the research did
not incorporate data standardization or feature engineering,
potentially limiting the efficacy of other machine learning models
and hindering their accuracy in permeability prediction. Another
study by Matinkia et al. (2023) predicted permeability from well
logs by combining multilayer perception with social ski-driver
(MLP-SSD) although their developed model encountered a slow
convergence problem and it was computationally expensive to run
the model. Nazari and Hajizadeh (2023) estimated the permeability
by using an intelligent method called relevance vector regression
with grey wolf optimization (RVR-GWO) in the Azadegan oilfield,
Iran. Moosavi et al. (2022) applied the fuzzy support vector
regression (FSVR) to predict permeability. Liu and Liu (2022) pro-
posed a particle swarm optimization-optimized XGBoost model to
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forecast the permeability of confined sandstone reservoirs.
Recently, GMDH has shown promising results in the field of
5 z & g petroleum, especially in the estimation of permeability. For
° 5 S 3 DESCRIPTION instance, Mathew Nkurlu et al. (2020) estimated the permeability
E 5 E 2 of the hydrocarbon reservoir by using the GMDH model with 6
2 =] E inputs and 366 datasets. Moreover, Mulashani et al. (2022)
— - enhanced the GMDH in estimating permeability by using five
: B e well—lqg inputs and 1356 daFasets from the Mpyo oilfield. Zangan.eh
with the rare occurrence of gravel Kamali et al. (2022) applied the GMDH model and 212-point
dataset from heterogeneous carbonate gas condensate reservoirs
, to predict permeability. Despite its usefulness, the GMDH method
B : The formation consists of claystone still faces challenges such as setting the optimal dataset partition
and loose sand grains, primarily of and removing effective input parameters which can produce out-
; Soekdints-be e cley s homs with liers (Buryan, 2006). It can lead to problems with data convergence

sporadic sand v i X
36 and overfitting due to the use of generic architecture (Park et al.,
2004). It requires the use of assumptions to establish initial pa-
& Consists of claystone and poorly rameters during model training, which can consume time and lead
o I sorted sands that are coarsening to low accuracy (Oh and Pedrycz, 2006). Table 1 summarizes the
A é upward, andfound near the top previous ML methods used to predict permeability with their
- encountered limitations.

77777 In this study, we propose for the first time a novel approach for
e @ permeability estimation by integrating a hybrid machine learning
® Reservoir sands are interspersed with techmque apd well }ogs. The hybrid machine learmng. model pro-
siltstones and claystone, with an overall posed in this study is the group method of data handling (GMDH)
& _ downward fining. Asthe depth optimized by differential evolution (DE) (GMDH-DE). The GMDH-
@ m"m_s“imd“mmm“f otichrystons DE is a powerful and versatile algorithm that can overcome the

grows, since the formation fining is . .. . .
downwrd Finally, the bottom layer is challenge of data overfitting, uses minimal computational time, and
— represented by the weathered handles complex, nonlinear relationships between input variables
foundation, a mixture of clay and sand and output variables. GMDH-DE is a variant of the GMDH algo-
rithm, which is an adaptive network-based machine learning
technique that uses a self-organizing algorithm to select the best

subset of input variables for predicting the output variable. GMDH-
DE extends the GMDH algorithm by incorporating DE to optimize
the model parameters. The computational efficiency is increased

Sﬂt“mem Conglomerate @ Oi with the hybridization of GMDH and DE. As presented in Table 1,
the proposed GMDH-DE technique has not previously been utilized
Fig. 2. Stratigraphic column of Gunya Oilfield. for permeability prediction. Furthermore, the performance of the

GMDH-DE was compared to GMDH and RF, and it was observed
that the GMDH-DE outperforms the others in terms of
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Table 2
Statistical parameters of inputs well logs.
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Well Variable CALI (in) PHIE (v/v) RHOZ (g/cm?) RLAT (@ m) RLA5 (€ m) SGR (gAPI) TNPH (v/v) VSH (v/v)
Gunya-1 Count 1053 1053 1053 1053 1053 1053 1053 1053
Mean 5.58 0.321 2.292 2051.337 2051.446 46.855 0.803 0.283
Minimum 3.917 0.009 1.766 0.0033 0.006 17.386 0.273 0.008
Maximum 10.525 0.491 3.942 100,000 100,000 78.632 2.113 0.944
Standard deviation 2.298 0.136 0.422 14175 14175 12.567 0.222 0.236
Gunya-2 Count 900 900 900 900 900 900 900 900
Mean 8.364 0.228 2153 7.722 8.359 46.493 0.354 0.302
Minimum 7.884 0.011 1.955 1.93 1.951 15.403 0.186 0.001
Maximum 10.257 0.383 2.45 176.081 191.373 78.897 0.737 0.95
Standard deviation 0.159 0.103 0.092 18.545 19.847 19.841 0.094 0.287
Gunya-3 Count 1563 1563 1563 1563 1563 1563 1563 1563
Mean 8.829 0.189 2121 6.146 6.547 48.993 0.425 0.392
Minimum 7.899 0.002 1.478 0.125 0.087 13.241 0.165 0.0005
Maximum 15.928 0.445 4.149 491.265 499.749 78.913 1.493 0.95
Standard deviation 0.672 0.118 0.238 22.408 23.962 17.731 0.16 0.293

Input Dataset

Decision Tree-1

Result-1

Decision Tree-2

Result-2

|I Averaging II

Decision Tree-N

!

Result-N

Final Result

Fig. 4. Schematic of the RF method.

computational time and accuracy. Moreover, parameter impor-
tance was evaluated by using Shapley additive explanation (SHAP)
analysis to determine which input parameter has the most effect on
GMDH-DE model building. Finally, the developed GMDH-DE model
was applied to predict permeability in an uncored well of the Mita
gamma in the Mandawa basin, Southern Tanzania.

2. Geological setting and lithostratigraphy

Gunya oilfield is situated in the northwestern region of Uganda,
on the onshore of Lake Albert (Fig. 1). The field extends to the
northeast of the Victoria Nile region, which is situated near the
Albertine Graben (Tonny et al., 2015; Simon et al., 2017; Guma et al.,
2021). The Albertine Graben, which lies across the border of
Uganda and the Democratic Republic of Congo, is a 500 km-long rift
basin of Mesozoic-Cenozoic origin. It sits on top of the African
Craton's Precambrian orogenic belts and is surrounded by steep
normal faults (Dou et al., 2004a; Mutebi et al., 2021). The uplifted
flanks of these faults are made up of Precambrian basement rocks,
including gneisses, quartzites, and matie intrusions (Dou et al.,
2004b). The region is encircled by main rift faults, with the strata
gradually sinking towards the southwest. The predominant sedi-
mentary rocks in the area are clastic sediments with tertiary to
quaternary ages, and it is believed that the major lithologies are

influenced by the climate. Fine to coarse sediments are found in the
Semanya formation, with the rare occurrence of gravel. The Upper
Paraa Formation consists of claystone and loose sand grains,
whereas the Paraa Formation is made up primarily of brown to
reddish-brown claystone with sporadic sand (Fig. 2). Sand in the
Pacego Formation is badly sorted, coarsening upward, and found
near the top (Lukaye et al., 2015). In Wangkwar, reservoir sands are
interspersed with siltstones and claystone, with an overall down-
ward fining. As the depth increases, the dominance of claystone
grows, since the formation fining is downward. Finally, the bottom
layer is represented by the weathered foundation, a mixture of clay
and sand.

3. Methodology
3.1. Data description and pre-processing

This study focused on three wells, Gunya-1, Gunya-2 and Gunya-
3 located in the Gunya oilfield in Uganda. These wells are located in
the eastern portion of Ondyek and the southern portion of Job East
discovery. A total of 3516 samples were collected from three wells
(1053 for Gunya-1, 900 for Gunya-2, and 1563 for Gunya-3).
Collected data comprise of core permeability and nine well logs
of spectral gamma-ray (SGR), apparent resistivity focusing mode 1
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Fig. 5. Flowchart of the GMDH algorithm.

(RLA1), shale volume of rock (VSH), effective porosity (PHIE),
photoelectric factor (PERFZ), apparent resistivity focusing mode 5
(RLA5), standard resolution formation density (RHOZ), caliper log
(CALI) and thermal neutron porosity (TNPH). The collected dataset
was processed to eliminate outliers and missing data. In this study,
the dataset was normalized and missing data points and outliers
were eliminated using the z-score method (Singh and Singh, 2020).
Data from the entire set were separated into training and testing
sets. A total of 1953 samples, or 70% of the whole data, were utilized
as training data, while 1563 samples, or 30% of the full data, were
used as testing data. The well log inputs of SGR, RLA1, RHOZ, PHIE,
VSH, RLA5, CALI and TNPH were selected for model network
development as visualized in Fig. 3. Table 2 summarizes the sta-
tistical evaluation of the input data used in this study.

3.2. Random forest (RF)

RF is the method of ensemble learning that is mostly used for
regression, classification, and other tasks. During training, it is
generally focused on developing multiple decision trees and giving
out the classes or predicting each tree (Zhu et al,, 2021). RF com-
bines two methods of bagging and features randomness which help
us to obtain highly accurate results, avoid overfitting problems, and
be able to handle larger input datasets and thus make it suitable for
the prediction purpose (Mahmoodzadeh et al., 2023; Wu et al,,
2023). From the set of training data, the Bagging technique is
often used to train each individual tree (Bhattacharya and Mishra,
2018). To obtain a split at each node, this approach just looks at a
random subset of variables. Each tree in an RF can only be selected
from a random subset of features (Feature randomness). The
increased diversification and lower correlation are the results of
significant trees variation in the model. As a result, in an RF, we
finish up with trees that are not only trained on different sets of
data but also make decisions based on the use of different features

Journal of Rock Mechanics and Geotechnical Engineering Xxx (XXxX) Xxx

Population Generation

wie
Differential Evolution

Forward Transformation

Backward
Transformation

Update Population

Yes

Fig. 6. Flowchart of the GMDH-DE.

(Meng et al., 2020). The schematic diagram of RF method is illus-
trated in Fig. 4.

3.3. Group method data handling (GMDH)

GMDH is the association of a multi-layer algorithm that gener-
ates a network of layers and nodes by utilizing several inputs from
the analyzed data stream. It includes probabilistic, analogs com-
plexing parametric, rebinarization, and clusterization techniques.
Modeling of complex processes, function approximation, nonlinear
regression, and pattern recognition are the core applications of
GMDH. The technique refers to a self-organizing inductive propa-
gation algorithm that can solve complex problems (Roshani et al.,
2020). In addition, it is possible to derive a mathematical model
from data samples, which can then be used for pattern recognition
and identification.

Most GMDH algorithms employ polynomial reference functions.
The Volterra's series function, which is the discrete analogs of the
Kolmogorov-Gabor polynomial, can be used to describe a generic
relation of output-input (Nelles, 2020).

n n n n n n
u=a+ > bxi+ > > cEixi+ > D> dij XXX + ...
i=1

i=1 j=1 i=1 j=1 k=1

(1)

where {x,X,,x3...} represents the inputs, {a,b,c,d...} are the co-
efficients of the polynomials, and u is the output node.
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The above discrete polynomial equation (Eq. (1)) can be
expressed by the following system of partial quadratic polynomials,
which contains only two neurons.

U=dg + a1X; + 02X; + A3X;> + AgX;® + AsX;X; (2)

The flowchart for GMDH model development is presented in
Fig. 5.

3.4. GMDH optimized by DE

The GMDH-DE method is a novel approach for solving optimi-
zation problems, particularly those involving nonlinear systems.
This method combines the strengths of the GMDH algorithm and
DE algorithm to produce efficient and reliable solutions (Onwubolu,
2008).

The GMDH algorithm is a self-organizing method that generates
a hierarchical structure of models, starting with simple linear
models and gradually building up to more complex nonlinear
models (Aljarrah et al., 2022). On the other hand, DE is an inno-
vative parallel direct search technique introduced by Storn and
Price (Storn and Price, 1997; Fathi et al., 2020). It uses a population
for each generation made up of NP parameter vectors. The DE was
reworked to address permutative issues even though it was initially

intended for continuous domain space formulation (Storn and
Price, 1997; Pourghasemi et al., 2020). The DE configuration is
usually expressed in DE/x/y/z form, given that x is the perturbation
solution, y is the difference vector's number used to modify x, and z
represents the recombination operator used, such as exp for
exponential and bin for binomial. The basic equation for the
method is as follows:

X" =argminF(x) (3)

Where X* is the optimal solution, F(x) stands for the objective
function, while the population of solutions is represented by x.
Steps used for GMDH-DE are described as follows:

(1) Step 1: Find the system's input variablesas xj (i=1, 2,3, ...,n)
and variable y as output.

(2) Step 2: Set the testing and training data; the input-output
data set (x;, ¥i) = (X1i, X2irer Xn, Yn) (i= 1, 2, 3, ..., n) (n is the
whole set of data) is divided into testing and training dataset.
The GMDH-DE model is built by training data. The quality of
the model is then assessed using the testing data.

(3) Step 3: Identify the primary data needed to build the GMDH-
DE structure: We ascertain the following preliminary data
concerning the GMDH-DE design: (i) The termination
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Fig. 8. GMDH-DE network structure.

Table 3
The hyperparameters setting for the GMDH-DE model.
Hyperparameter Optimum value selected
Population size 30
Mutation rate 0.7
Crossover rate 0.7
Number of hidden layers 2
Number of neurons in each layer 10
Stopping criterion 50 iterations
Learning rate 0.1

method. (ii) most input variables can be used at a given node
of the correlating layer. (iii) The aggregate objective func-
tion's weighting factor value.

(4) Step 4: Using DE design to determine the structure of poly-
nomial neurons (PN). The input variables and polynomial
order are all important factors for the polynomial neuro's
identification.

(5) Step 5: Estimating the polynomial coefficients related to the
designated node (PN). The standard mean squared error is
used to determine the PDs' vector coefficients as stipulated in

Eq. (4):

-l ntraining

E Vi —wi)? (k=1,2,...,1) (4)

Ntraining {5
where wy; indicates the kth node's output of the ith data, r repre-
sents the parameter of the second system, nyining represents the
number of training datasets. Nevertheless, the conventional
method of least squares computes the PN node coefficients in each
layer. Repeat the process up to the output layer from the input layer
for all nodes and GMDH-DE layers.

(6) Step 6: Build the layer corresponding to the PN's nodes with
the most robust predictive capability. The DE optimization
process is used to build each layer's corresponding node in
the GMDH-DE architecture:

(1)
(ii)

(iii)
(iv)

Sub-step 1: To generate the GMDH-DE architecture, and
determine the initial DE information.

Sub-step 2: DE chooses the population of input vari-
ables, the number of input variables, and the order of the
polynomials. The conventional least squares method is
used to create the polynomial parameters.

Sub-step 3: Assess the efficiency of the PNs (nodes) in
each population.

Sub-step 4: Using the DE initial information and the
fitness values obtained from sub-step iii, we perform a
mutation, crossover, and selection processes to create
the next generation. The population's overall fitness
generally increases following these DE operations. The
best fitness values lead us to select some PNs. For the
GMDH-DE algorithm's next iteration to run as efficiently
as possible, we choose the node with the highest fitness
value in this case. The outputs of the maintained nodes
(PNs) are used as inputs in the network's next layer. In
the GMDH-DE model, an iterative procedure creates the
best nodes for a layer.

Table 4
Statistical metrics of the developed permeability models during training.
Model RMSE MAE ME R? Computational time (s)
GMDH-DE  3.157 2.366 0.001 09985 1.21
GMDH 135.63 109.458 0.0538 0.9168 2.04
RF 153.71 112434 29789 0.8988 6.23
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Fig. 9. The cross plot of actual permeability versus estimated permeability during training for (a) GMDH-DE, (b) GMDH, and (c) RF.

Table 5
Statistical metrics of the developed permeability models during testing.

Model RMSE MAE ME R? Computational time (s)
GMDH-DE 21.3898 12.503 1.3508 09534 1.52
GMDH 36.9449 24.161 2.1778 09017 2.75
RF 57.8274 45813 103032 0.7289 7.36

(7) Step 7: Criteria for termination: To balance model complexity
and accuracy, the termination approach used the maximum
number of generations. The GMDH-DE algorithm sequen-
tially repeats steps 4—6. The final population generation
comprises solution vectors that are highly well-fitted and
offer the best solutions. The generalized flowchart of GMDH-
DE is shown in Fig. 6.

4. Results and discussion
4.1. Correlation analysis

A correlation coefficient matrix was generated between input
and output parameters, using Pearson's product-moment correla-
tion coefficient approach as illustrated in Fig. 7. Among nine input
variables, only eight were selected to build the model due to their
good correlation with the permeability. Furthermore, the analysis
shows that PHIE and TNPH were positively correlated with

permeability which signifies that their value increases with the rise
of permeability while CALI, RHOZ, RLA1, RLA5, SGR and VSH were
negatively correlated with permeability means that their value
decreases as the permeability increase. PERF had a relatively
negligible effect on permeability; hence it was discarded in model
building.

4.2. GMDH-DE model development

The developed GMDH-DE model has eight input neurons and
two hidden layers which are presented by hy, hy, hs, and hg, from
the first layer and v; and v, from the second layer while y serves as
a representation of the model's output shown in Fig. 8. The model
was coded and executed in MATLAB R2021a. The hyperparameter
values of the GMDH-DE model were determined through trial and
error, the results of this method indicated that the model per-
formed well under the hyperparameter values presented in Table 3.
Keep in mind that the best hyperparameters chosen are solely
dependent on the dataset and may vary for different datasets.

4.3. Evaluation metrics

GMDH-DE, GMDH and BPNN models were coded and imple-
mented in MATLAB R2021a on Intel(R) Core (TM) i7 1065G7 CPU
running Windows 10 at 2.5 GHz and an Iris (R) Plus Graphics. The
root mean square error (RMSE) and coefficient of determination
(R?) were the evaluation metrics used to assess the performance of
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Fig. 10. The cross plot between actual permeability and estimated permeability models during testing for (a) GMDH-DE (b) GMDH and (c) RF.

prediction models. The values of R? can be between 0 and 1. A
model is more effective when its R? value is higher. When a model's
R? score is higher than 0.8 and close to 1, it is regarded as effective
(Chicco et al., 2021). At the same time, RMSE expresses the stability
or quality of the models by measuring the relative average square of
the errors. Excellent model accuracy is defined as RMSE less than
10%, good model accuracy as RMSE between 10% and 20%, fair
model accuracy as RMSE between 20% and 30%, and poor model
accuracy as RMSE greater than 30% (Yao et al., 2021). ME is a sta-
tistical measure that quantifies the average difference between
actual and predicted permeability values while MAE is used to
measure the average magnitude of errors between actual and
predicted permeability values. The R%, RMSE, MAE and ME math-
ematical expressions can be presented in Eqs. (5)—(8), respectively.

2

-l n

MAE:ﬁ ;lxi*%l (7)
Zn:(xi —¥i)

ME =1 . (8)

where x; is the measured permeability value, n represents the total
number of data points, X is the average value of measured perme-
ability, y; is the value of predicted permeability, and [ is the average
value of the predicted permeability.

4.4. Model training results

Table 4 presents the results of three models of GMDH-DE,
GMDH, and RF in terms of their R?, RMSE, MAE and ME during
the model training as well as the computational time utilized by
each model in the prediction of the permeability.

The error result shows that the GMDH-DE model has the lowest
RMSE of 3.157 which indicates the highest prediction accuracy. The
GMDH model has an RMSE of 135.63, which is higher than GMDH-
DE, suggesting low prediction accuracy. The RF model has the
highest RMSE of 153.71, indicating the lowest accuracy in predic-
tion. Moreover, the GMDH-DE model stands out with an impres-
sively low ME of 0.001 and a corresponding MAE of 2.366,



C.N. Mkono, C. Shen, A.K. Mulashani et al.

Standard Deviation

Journal of Rock Mechanics and Geotechnical Engineering Xxx (XXxX) Xxx

RMSE
— 10 — 20 30 — 40
50 60 70 80
— 90 — 00— 110 120]
— 130 — 40— 150—— 160
— 170 180 190 200,
210 220 230—— 240
— 250—— 260 270 — 280
290 —— 300 310—— 320
— 330 340 —— 350 —— 3060
— 370— 380—— 390—— 400
— 410 420 430 —— 440
450 460 470 —— 480
— 490 — 500 510 — 3520,
530 —— 540 550 —— 560
— 570 —— 580 —— 3590 —— 600
610—— 620 630 640
— 650 660 670

Standard Deviation

Fig. 11. Taylor diagram for estimated permeability models during training.

—&— Actual Permeability
2000 4 ® GMDH-DE
A RF
¥— GMDH
1500 1
a
&
211000
=
g
:
5 500
04

T T T
1000 1500 2000

Number of training

T
0 500

Fig. 12. Scatter plot for comparison of actual permeability and estimated permeability
models during training.

indicating its superior ability to capture the underlying patterns in
the training data. On the other hand, the standard GMDH model
exhibits significantly higher errors with an ME of 0.0538 and an
MAE of 109.458, suggesting that it struggles to generalize well to
unseen data. The RF model also shows relatively high errors
compared to GMDH-DE, further highlighting the latter's excellence
in predicting permeability during the training phase. Fig. 9 shows
that the GMDH-DE model exhibits the highest R* of 0.9985, fol-
lowed by the GMDH model with 0.9168, and the RF model with
0.8988. These results indicate that the GMDH-DE model provides
the best fit to the data, suggesting that it can make precise pre-
dictions of permeability values in hydrocarbon reservoirs. Addi-
tionally, the GMDH model also displays a relatively high R?,
implying that it is capable of making accurate predictions as well.

10

Conversely, the RF model exhibits a lower R?, indicating that it may
not be as effective in predicting permeability values. Moreover, the
GMDH-DE showed a less computational time of 1.21 s compared to
the GMDH and RF which had 2.04 s and 6.23 s, respectively, hence
improving the permeability model estimation by almost 41% as
compared to the one suggested by Mulashani et al. (2022) and 40%
from the results obtained by Matinkia et al. (2023).

Overall, these findings have significant implications for the pe-
troleum industry, as accurate predictions of permeability values are
crucial in identifying and developing hydrocarbon reservoirs.

These results imply that the GMDH-DE model can be a reliable
tool for predicting the permeability of hydrocarbon reservoirs. The
model can help geologists and petroleum engineers better under-
stand the reservoir's characteristics and optimize their drilling and
production strategies. On the other hand, the RF model may not be
as reliable for permeability prediction, and its results may need to
be used with caution.

4.5. Model testing results

Table 5 presents the results of three models of GMDH-DE,
GMDH, and RF in terms of their R>, RMSE, MAE and ME during
the model testing as well as the computational time utilized by
each model in the prediction of the permeability.

The error result revealed that the GMDH-DE model had the
lowest RMSE of 21.3898, while the GMDH model had an RMSE of
36.9449, and the RF model had an RMSE of 57.8274. The implication
here is that the GMDH-DE model had the smallest average devia-
tion between the predicted and actual permeability values, while
the RF model had the largest deviation. The GMDH-DE model
continues to demonstrate its robustness with a low ME of 1.3508
and an MAE of 12.503. These metrics indicate that GMDH-DE
maintains its accuracy and generalization capabilities even when
applied to new, unseen data. In contrast, both the GMDH and RF
models show higher errors with GMDH having an ME of 2.1778 and
an MAE of 24.161, and RF exhibiting an ME of 10.3032 and an MAE
of 45.813. These results reaffirm the superiority of the GMDH-DE
model, as it consistently outperforms the other models in terms
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models during testing.

of prediction accuracy and robustness across both training and
testing scenarios. Meanwhile, the GMDH-DE shows less computa-
tional time of 1.52 s compared to the GMDH and RF which had
2.75 s and 7.36 s, respectively. Hence, this result proved the
generalization ability of GMDH-DE when used in unseen data to
predict the permeability of rocks.

Based on the results presented in Fig. 10, it is evident that the
GMDH-DE model yields the highest R? value of 0.9534. This sig-
nifies that the model can predict 95.34% of the variance in
permeability based on the independent variables utilized in the
study. Therefore, it can be concluded that the GMDH-DE model is
the most precise and dependable in predicting permeability, in
comparison to others. The GMDH model, on the other hand, ex-
hibits an R? value of 0.9017, indicating that it can predict 90.17% of

1
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Fig. 15. SHAP parameter importance of inputs to permeability prediction.

the variance in permeability based on the independent variables
used in the study. Even though the GMDH model has a lower R?
value than the GMDH-DE model, it still demonstrates a good level
of accuracy in predicting permeability. Conversely, the RF model
obtains the lowest R? value of 0.7289, signifying that the model can
only predict 72.89% of the variance in permeability based on the
independent variables used in the study. This suggests that the RF
model is the least accurate and reliable model for predicting
permeability, compared to the other models assessed in the study.
Since precise permeability prediction is essential for effective
reservoir characterization and management, these findings have a
substantial influence on the petroleum sector. The GMDH-DE excels
in capturing nonlinear relationships between input variables and
permeability. Through iterative self-organizing processes, it con-
structs a series of polynomial models that adaptively capture
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Fig. 17. Well logs and GMDH-DE predicted permeability values from Mita Gamma well.

complex patterns in the data, leading to improved predictive per-
formance. The self-organizing nature of GMDH-DE enables it to
dynamically adjust model complexity based on the data charac-
teristics. This adaptability ensures that the model is neither
underfitting nor overfitting, thus improving generalization and
prediction accuracy.

Furthermore, DE plays a crucial role in optimizing the GMDH
model parameters to achieve global optima, enhancing the search
for optimal model configurations and leading to improved predic-
tive performance compared to the conventional optimization
methods. Moreover, DE's efficient search capabilities contribute to
faster convergence towards optimal solutions, enabling GMDH-DE
to handle large datasets and complex model structures efficiently,
thus making it suitable for permeability prediction tasks with
varying degrees of complexity. Additionally, DE's robustness to
noise and its ability to handle multimodal and non-convex opti-
mization landscapes make it well-suited for addressing challenges
in permeability prediction, especially in scenarios where data
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exhibit nonlinearities, outliers, and complex interactions among
variables.

4.6. Model comparison

The comparison of the models used was done to verify the re-
sults obtained during the model training and testing. Taylor dia-
grams show the correlation and variability of how well various
models reproduce the observed data. Four main parts make up
Taylor's diagram: points indicating the model, a circular line indi-
cating the standard deviation (SD), actual data (represented by
reference point), and a straight line representing the correlation
coefficient (R). This variability and association can be better
captured by a model that is closer to the reference point. It is also
possible to measure the model-observation correlation by calcu-
lating the angle between the reference point, model point and the
origin. Lower angles signify stronger relationships. Another way to
see the model's diversity standard deviation is by measuring the
distance along the circular contours from the reference point. Ac-
curate models will have a standard deviation that is comparable to
the reference data. From Taylor's diagram in Fig. 11 it revealed that
the GMDH-DE outperformed both GMDH and RF in the perme-
ability prediction during training with the support of a higher
correlation coefficient. Furthermore, the scatter plot in Fig. 12
proved the GMDH-DE to be more precise and accurate in perme-
ability prediction as it produces many values which correlate with
the actual permeability.

Moreover, during the testing, the results of the model compar-
ison showed that the GMDH-DE performed excellently than the
GMDH and RF as shown in the Taylor diagram in Fig. 13. As we can
see the correlation coefficient is higher in GMDH-DE compared to
other models, the same result can be observed in Fig. 14 which
shows that the predicted GMDH-DE permeability values are closer
to the actual permeability values.

4.7. SHAP

In this study, the GMDH-DE model predicted permeability and
provided valuable insights into feature relevance through SHAP
values. The SHAP values calculate each feature's average marginal
contribution to the model's prediction for every combination of
features that may be present (Kannangara et al., 2022; Zhao et al,,
2022). The SHAP parameter's importance in Fig. 15 highlighted
the substantial impact of the PHIE and TNPH features on the
GMDH-DE model's permeability predictions, with mean SHAP
values of 43.02 and 36.35, respectively. The model effectively
captured the influence of porosity on permeability, considering
variations in pore system interconnectivity. Additionally, the SGR
feature significantly affected permeability predictions, as indicated
by its mean SHAP value of 23.54, reflecting its role in conveying
information about clay content in the Wangkwar formation. RHOZ
also demonstrated an influence on permeability prediction (mean
SHAP value: 15.14) by indirectly determining permeability through
porosity measurements. The resistivity logs of RLA5 and RLA1
moderately impacted permeability prediction (mean SHAP values:
8.26 and 8.22, respectively). CALI and VSH contributed the least to
permeability prediction, with mean SHAP values of 3.83 and 2.49,
respectively. Furthermore, Fig. 16 illustrates that the increases in
NPHI, TNPH, and RHOZ led to increased permeability, while higher
values of SGR, RLA1, RLA5, CALI, and VSH resulted in decreased
permeability.

4.8. Model verification in Mandawa basin

The developed GMDH-DE model was further used to estimate
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the permeability for the Mita Gamma well in the Mandawa basin,
Southern Tanzania which lacks core permeability data. The results
show that the estimated permeability in Mita Gamma wells ranges
from 305 mD to 862 mD with an average value of 432 mD (Fig. 17).
Mita Gamma well intersected the Nondwa and Mihambia forma-
tions which are characterized by high permeable lithologies such as
sandstone and gravel (Mkono et al., 2023). The predicted perme-
ability results aligned well with the characteristics of the lithologies
found in the Nondwa and Mihambia formations. From depth
2020—2060 m, we observed a sharp increase in permeability which
is clear evidence of the degree of sorting and compaction of the
rocks present in the formation, usually poorly sorted and coarse-
sized rock. Hence, this makes the GMDH-DE model more suitable
for the prediction of the permeability of rock in a case when there
are no available core data.

5. Conclusions

This study proposed a hybrid approach of GMDH-DE as a novel
method for predicting the permeability of Wangkwar formation
from well logging of SGR, RLA1, VSH, PHIE, RHOZ, RLA5, CALI and
TNPH. Based on the findings, we can conclude that:

(1) The results have shown that the GMDH-DE model had a
higher generalization strength and better performance in
predicting permeability when compared to GMDH and RF
models with an accuracy of 0.9985, RMSE of 3.157, MAE of
2.366 and ME of 0.001 during training while for testing the
accuracy was 0.9534 with RMSE of 21.3898, MAE of 12.503
and ME of 1.3508. The processing time of GMDH-DE was also
reduced by 41%, making it faster than GMDH and RF, hence
reducing the computational time in permeability prediction.

(2) The successful GMDH-DE model was further used to predict
the permeability of the Mita Gamma well in the Mandawa
basin which lacks core data. The results show that the pre-
dicted permeability in Mita Gamma wells ranges from 305
mbD to 862 mD with an average value of 432 mD. This can be
attributed to the intersection of Mita Gamma well to the
Nondwa and Mihambia formations which are characterized
by high permeable lithologies such as sandstone and gravel.
Hence, this makes the GMDH-DE model more suitable for the
prediction of the permeability of rock in a case when there
are no available core data.

Journal of Rock Mechanics and Geotechnical Engineering Xxx (XXxX) Xxx

(3) The evaluation of parameter importance performed by SHAP
analysis was used to determine how important each well log
is to the model's performance. The results revealed that well
logging parameters of TNPH, PHIE and SGR had greater
contributions to the performance of the GMDH-DE model in
permeability prediction. This makes GMDH-DE the most
reliable computing intelligence technique for attaining ac-
curate permeability estimates. Therefore, GMDH-DE can be
considered as an alternative machine learning for estimating
permeability.
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List of symbols

PHIE Effective porosity

TNPH Total porosity

CALI Caliper log

RHOZ Standard resolution formation density
RLA1, RLA5 Resistivity logs at 1 ft and 5 ft, respectively
SGR Sonic gamma ray

VSH Volume of shale

PERF Photoelectric factor

RMSE Root mean square error

R? Coefficient of determination

MAE Mean absolute error

ME Mean error

GMDH Group method of data handling

DE Differential evolution

RF Random forest

SHAP Shapley additive explanation

Xi Measured permeability value

n Total number of data points

X Average value of measured permeability
Vi Predicted permeability value

y Average value of predicted permeability
gAPI Gamma-ray unit according to the America Petroleum Institute (API)

v Volume
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