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Abstract— Hyperspectral images (HSIs) are typically utilized in 

a wide variety of practical applications. HSI is replete with spatial 

and spectral information, which provides precise data for material 

detection. HSIs are characterized by a high degree of variations 

and undesirable pixel distributions, providing major processing 

challenges. This article introduces the fast hyperspectral image 

classification (FHIC) model, a rapid model for classifying HSIs 

and resolving their associated challenges. It uses the enhancing 

transformation reduction (ETR) method to address the HSI 

difficulties and enhance classes' differentiation. It also uses 

exponential linear units (ELU) to smooth and speed the 

classification processing. The structure of the FHIC model is 

designed to be very flexible and suitable for a range of HSIs. The 

model reduced execution time and RAM consumption and 

provided superior performance compared to seven of the most 

advanced analysis models, for three well-known HSIs. In some 

cases, it was 60% faster than other models. In addition, this work 

presents a new and highly effective method for measuring the 

performance of the compared models in terms of their accuracy 

and processing speed to provide an easy evaluation method. The 

code of the FHIC model is available at this link: 

https://github.com/DalalAL-Alimi/FHIC. 

 
Index Terms— hyperspectral image, classification, ETR, 

activation function, ELU, performance measurement  

 

I. INTRODUCTION 

yperspectral imaging (HSI) uses specialized sensors to 

simultaneously collect data at various narrow 

wavelengths. The gathered data is organized into a 

"hyperspectral cube," which has three dimensions: two of which 

indicate the scene's spatial extent and the third its spectral 

content. The rapid advancement of remote-sensing technology 

has greatly increased the spatial resolution of HSI data sets, 

significantly enhancing the ability of HSI data sets to express 

unique objects accurately. This advancement has spread to the 

industrial, scientific, and military fields. The acquired images 

have many challenges and problems, making researchers face 

difficulties in extracting the HSI features and targets. These 

features and challenges of the HSI field make it attractive for 

many researchers. The enormous dimensionality of HSI brought 
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redundant information and increased consumption of computing 

and resources. In addition, besides the redundant information, the 

HSI has challenges and many mixed pixels. Mixed pixels 

frequently correspond to multiple categories and cause 

significant challenges for the classification. Due to a flaw or issue 

with the detectors, dead pixels represent zero or missing values 

[1]–[3]. There are small ratios between the number of samples in 

many classes due to manually labelling HSI samples [4]–[6]. 

Moreover, due to atmospheric variability, HSI includes 

undesirable data such as outliers and noise [7], [8]. 

Developing convolutional neural networks (Conv) and deep 

learning (DL) methods has opened the door to refining the HSI 

classification and providing an excellent chance to deal with the 

HSI challenges. That has also allowed the researchers to adapt 

the DL methodologies to be suitable for HSIs and design many 

new classification models and techniques. In [9], the authors used 

in the beginning three Conv3D layers to extract the SSF, 

followed by one Conv2D to enhance the spatial information 

extraction. Also, they added dropout layers to avoid overfitting 

and decrease the performance time. In order to get a more flexible 

model that has the ability to deal with the HSI inter-class 

variation, a meta-learner is used in [10] to combine the output of 

two different models in the first level and enhance these outputs 

in the next level without going back into the previous level. This 

method of extraction increased the spatial information extraction 

and sped up the last level process. To handle the limitation of the 

training sample numbers and avoid the overfitting of the deep 

classification models, this study [11] used two different 

submodels in the flow of the main model with different kernel 

sizes. This structure improved the spectral-spatial feature 

extraction for three various HS datasets. In [12], residual 

networks, shortcut connections, and average and max pooling 

layers were employed to classify the HSIs. It created a sub-

dictionary and a loss function for each CNN to increase the 

discrimination of extraction and another loss function (fisher 

discriminative loss) besides the cross-entropy loss to enhance the 

classification accuracy for the whole model. Recently, many 

studies have used a series of layers of Conv3D and Conv2D to 

enable the classification model to extract more spectral-spatial 
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features, increase the inter-class variation, and reduce the number 

of learning parameters, speeding up the processing [13]–[16]. On 

the other hand, this method of processing may lead to 

unrecognizing the small number of classes' samples and losing 

them during training. Numerous studies have utilized transfer 

learning to address the limited sample size, as it transfers the 

parameters of the pre-trained models into a new network and 

randomly initializes the top layers' parameters to manage the new 

input dataset [10], [17], [18]. However, transfer learning requires 

multiple stages of training and the conformity of input datasets; 

otherwise, training the network from scratch is recommended 

[19]. Moreover, numerous other studies arranged the extraction 

layers in parallel lines before combining them into a single line, 

thereby increasing the variation and adapting the classification 

model to the differences between the HSI classes [20]–[27]. 

Although these DL models introduced a very high performance, 

at the same time, they have prolonged processing and consume 

the RAM and the processors. 

Improving the input data before being inserted into the 

classification stage significantly accelerates and enhances the 

classification process. In [28], the different scales in the guided 

filter were applied to the output of the PCA to extract multi-

scale spatial features before feeding them into the classification 

model. The classification model used is a simple model of 

Conv2D. Thus, this study concluded that the simple 

classification model is more effective for the HSI than the 

complex or deep one if the preprocessing enhances the spectral 

features. This study [29] divided the spatial and spectral 

information into small groups, which were then processed 

individually to reduce the phenomenon of spectral mixing. 

Using the mean of the transferred features, the highest features 

were chosen, and the data dimensionality was reduced. Finally, 

the classification process was done by SVM. This paper [30] 

proposed the discriminative sub-dictionary learning (DSDL) 

method, which can further enhance the discriminating ability 

within-class and minimize it between-class. The adaptive multi-

scale superpixel (AMSP) part improved the features 

representation, which adaptive according to each HSI 

distribution. For classification, a simultaneous orthogonal 

matching pursuit was used. Its proposed methods improved the 

accuracy but took more time because of enhancing the feature 

transformation in the AMSP. The patch tensor-based sparse and 

low-rank graph (PT-SLG) was proposed in [31] to encapsulate 

HSI's local and global information. The clustering algorithm 

uses nonlocal similarity information to improve low-rank and 

sparse constraints. The PT-SLG concentrated on enhancing the 

correlation between adjacent pixels while ignoring distant or 

outlier pixels. In [5], five different feature descriptors were 

employed to deeply explore contextual information and 

conform to the spatial structure. A kernel sparse representation 

(AKSR) method is applied to process the problem of linear 

representation from the previous step. Additionally, multiple 

kernel learning was used before the final classification 

operation to evaluate the variation. Although many studies used 

a simple classifier model to speed up the classification, using 

many methodologies and passing the input data through many 

processes and calculations slowed down the preprocessing and 

the feature extraction. 

In deep learning, the deep models get an effect by many 

factors and phenomena like the vanishing gradient problem 

(VGP), overfitting, processing time, and dead neurons. These 

factors badly affect model precision and its work. So, many 

methods have been used to address these phenomena in deep 

models, such as batch-norm, activation functions, and dropout 

layers. Batch-norm (Batch Normalization) is a kind of inner 

normalization used to stabilize the training and alleviate 

gradient vanishing/explosion problems, but it slows down the 

processing [10]. In each layer in the DL model, the activation 

function (AF) is considered the heart of each layer in the DL 

model. Just as loss function is significant for measuring the 

model processing, the activation function is more important to 

correct the generated neurons' weights and the whole model 

process. Many methods are used as an AF, like Sigmoid, ReLu, 

Leaky_ReLu, PReLu, RReLu, and Tanh [32]. ReLu is the most 

commonly used AF in DL because it speeds up the operation 

and somewhat solves the VGP. 

On the other hand, ReLu is not the most effective function 

because this leads to dead neurons and may miss many 

discriminatory values [2]. Many recent studies have utilized the 

ELU activation function because it gives a better, more efficient, 

and faster process than the BN and ReLu activation functions. 

The authors used multi-layer CNNs with exponential linear units 

(ELU) AF to classify electroencephalography in [33], [34] and 

discovered that the ELU provided faster classification with 

higher accuracy than ReLu [35]. The ELU also demonstrated the 

best performance for optical property mapping by the artificial 

neural network (ANN) model in [36], for detecting the vigor of 

rice seeds by a deep CNN model in [37], for detecting rotten 

apples in a device of fruit sorting in [38], and for predicting the 

oil content in HSI of a single maize kernel in [39]. It was also 

utilized in numerous further studies [40]–[43]. 

In HSI, deep models (DM) slow the processing and lead to 

overfitting, so many models use the dropout method to avoid 

overfitting and speed up the processing. Moreover, the high 

dimension of HSI with a small quantity of labeled training data 

renders DMs worthless for HSI classification due to the need 

for many modifications during the training [2], [44], [45]. 

However, this leads to missing critical features that may help 

improve the classification because of the random stopping of 

neurons from working. The very complicated and deep models 

may not be flexible enough to handle the different HSIs and 

their varying complexities and sizes. Also, using a simple 

classification model with complicated preprocessing consumes 

time and resources. The best way is to find the balance between 

the preprocessing and classification stages. As a result, the tasks 

will be divided between the two stages, the HSI complications 

will be resolved in both, and the performance time will be 

reduced, by using the appropriate method in each stage. 

Consequently, this study considered these difficulties and 

provided a suitable classification model after understanding the 

input data well and choosing the best methods that can 

contribute to increasing the classification accuracy at a lower 

cost in terms of both time and resources. The following are the 

key contributions of this study: 
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● Since each HSI is unique in content and complexity, a 

method that can adapt to these variations is required. So, 

this study provided a flexible model that can handle the 

variation of the HSIs and give a stable performance for all 

different input datasets, called the fast hyperspectral image 

classification (FHIC) model. 

● When examining the data of HSI classes closely, it is 

possible to identify numerous mixed values and noise, 

complicating the classification. The ETR method is used to 

rectify erroneous pixel placements and reduce noise and 

dimension [7]. 

● Driven by the input data, which contains a large number of 

negative and zero values, the ELU AF is chosen to 

accelerate the process, solve the problem of using ReLu, 

and provide a clear view of its impact on the processing. 

● It introduces a new easy way to compare models' 

performances based on the relative importance of accuracy 

and execution time, which gives an easy way of comparing 

their performance and differentiating between them. 

● The FHIC classification model continued to provide very 

high performance in terms of accuracy and time for all 

datasets. 

II. THE FAST HYPERSPECTRAL IMAGE CLASSIFICATION 

This section provides an explanation of the fast hyperspectral 

image classification (FHIC) model of this study, which can be 

broken down into two sections. The first section, called the 

preprocessing section, describes the enhancing transformation 

reduction (ETR) approach in more detail. The classification 

model structure is explained in the second part. 

A. Preprocessing Operations 

HSI is an enormous data collection stored in pixels 

(thousands or millions of points). Each pixel usually correlates 

to its neighbours, providing rich, informative information to 

detect each class. Nevertheless, many challenges are faced 

because of the size, which consumes more RAM, storage space, 

and time. Furthermore, HSI data has several other issues, such 

as incorrect values, known as dead pixels and outliers [1], and 

abnormal data distribution. The undesired or incorrect values 

mostly happen because of changes in atmospheric conditions or 

sensor malfunction during data collection [2], [3], [8]. Dead 

pixels are presented as missing or zero values, which later 

complicate the analysis, so locating and handling dead pixels is 

a significant task to enhance the classification. 

Generally, preprocessing processes aim to obtain informative 

data for more feature extraction and improved accuracy. Most 

feature extraction methods (FEM) like PCA, the most 

commonly used to transfer and extract the features and reduce 

the dimensionality of the HSIs, ICA, LDA, and SVD, have 

limitations in handling many issues like dead pixels, outliers, 

and data distribution [7]. Thus, enhancing transformation 

reduction (ETR) [7] successfully solved these problems and 

difficulties for HSIs. The ETR works to close the distance 

between the inter-class elements, reducing confusion and 

correcting the spatial elements' information. After the position 

correction, it also filters the data, which helps reduce mixed 

values and outliers. Moreover, ETR scaled the data many times 

and enhanced the data distribution; all of these helped speed up 

the classification and enhance the extraction accuracy. 

In the first stage of ETR, after generating the covariance 

matrix (C) for the input data, the error matrix (ℇ) is subtracted 

from C, whose values range from -1 to 1. Consequently, this 

operation improves the covariance matrix to correspond with 

the HSI variables and makes the variables closer together and 

more uniform, as shown in Equation (2). 

Ĉx = Cx − ℇ,                                (1) 

Then the top eigenvectors are taken from the Ĉ to get the weight 

matrix (W), whose number (k) is less than the number of input 

 

 
Fig. 1. The output of the internal process of enhancing transformation reduction (ETR) for the three generated matrix (T, R, 

and D). 
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data bands. After that, the matrix of W is multiplied by the main 

input data (X): 

Td×k = Xd×k × (Wk×1)T                           (2) 

where d is the instance number in X. 

So, in this stage, the dimension of input data is reduced and 

transferred into a new subspace. 

The second stage of the ETR works to enhance the data 

distribution and eliminate outliers and death pixels. This stage 

depends on three factors: first-stage output (T), marker matrix 

(R), and weight constant (ρ). The R matrix is derived from T 

based on two conditions outlined in the following Equation, and 

the dimension of T and R is (d × k); where 𝑑 is the number of 

instances, and k is the number of features (bands), respectively: 

R =  {
∑ Td

d

d=1

d⁄            , if R ≤ T

max(Td)  × ρ   , if R > T

                   (3) 

1. After computing the mean of the instances of T, if the R-

generated values are smaller than the values of T (R ≤ T), 

the first condition is met, and the correlation between 

related values is maximized. 

2. If the values of R from the first calculation are bigger than 

the T values (R > T), the second process is used 

(max(Td)  × ρ). Here, in order to build the R matrix, the 

maximum instance values of T are obtained first and 

multiplied by ρ, which is a constant value between zero and 

one. This step minimizes the top values and goes on with 

the same processes as in the previous condition to generate 

the R matrix. 

After obtaining the R matrix, the morphological dilation 

(MD) technique is applied to improve the internal value 

correlation within each class and reduce the number of outliers 

and unrelated pixels. 

DT
δ(R) =  δT

n(R) =  δT
1 (δT

n−1(R))   ∧  T          (4) 

where the R matrix was dilated under the control of the T 

matrix, 𝑇 ≥ 𝑅, 𝑛 ≥ 1, 𝛿 denotes the MD, and ∧ indicates the 

pointwise minimum. The transferred data and its changed 

distribution for the three generated matrixes T, R, and D from 

Equations 1-3 are visualized in Fig. 1. It is evident how the D 

operation smooths and corrects the distribution and minimizes 

outliers and undesirable values in accordance with T and R, 

which will play a significant role in facilitating the 

classification. The final operation in ETR is to normalize the 

output of D using the Gaussian distribution, which helps speed 

up the classification training. More details about ETR is in [7]. 

After the ETR process and obtaining the most informative 

features, the order of these features is rearranged. This 

reorganization aims to guarantee that the focus is on the most 

important features and minimize loss during classification 

operations. As shown in Fig. 2, the reordering or shifting occurs 

as follows: the most informative features, which were in the 

beginning, are shifted to the centre, and the least informative 

features, which were in the last half part, are shifted to be distant 

from the centre. The authors in [15] employed a mathematical 

way to control the rearrangement loop of the features. 

Nonetheless, this way led to losing one of the most informative 

features (the second one), and the whole pixels of this feature 

or band was converted to zeros. To avoid this problem, we 

reordered the array of names of these features without their 

content and then recalled the contents according to the new 

order. 

 
Fig. 2. Reorder the ETR features. 

B. Fast hyperspectral image classification model 

In the DL, the ReLu AF is utilized to overcome the problem of 

the vanishing gradient (VG) and accelerate the training since it 

converts all negative values to zeros (𝑚𝑎𝑥 (0, 𝑥)). Despite its 

advantages, ReLu decreases the accuracy of deep models due to 

the death of neurons during training as a result of the conversion 

of their output to zeros. Thus, this issue has prompted researchers 

to develop more complicated models to improve final accuracies, 

like residual networks (ResNet) [46], feature pyramid networks 

(FPN) [47], mixed CNN with covariance pooling (MCNN) [15], 

and meta-learner hybrid models (MLHM) [10]. This results in 

wasted time and RAM and makes the execution more difficult. 

In the HSI, Conv2D and Conv3D have been used. The primary 

input data is divided into small cups of data whose size depends 

on the window size, and each window is padded by zeros to unify 

the size. Even though building the cube enables us to analyze 

spectral data in addition to spatial data, the classification model 

is fed with data that is comprised of zeros. Additionally, the 

preprocessing phase normalizes and scales the data to accelerate 

and streamline the categorization procedure. As a result, the 

negative numbers may equal the positive values after 

normalizing and scaling. Because of these existing negative and 

zero values, utilizing ReLu AF with them impacts the extraction 
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and stops some neurons from working. Fig. 3 depicts the ReLu 

process in DL neurons and its positive and negative impacts on 

the training process and outcomes. 
The exponential linear units (ELU) activation function has 

been introduced as an effective way to accelerate and smooth 

the training process and avoid the issue of dying neurons [33], 

[36], [37], [39]. Fig. 4 shows the differences between the output 

of the ReLu and ELU. ETR works to normalize the generated 

weight in each neuron, which helps speed up the training. It uses 

the exponential function for all negative values to make 

activations centred at zero, as a curve sloped closely to zero, as 

seen in the following Equation: 

𝑒𝑙𝑢(𝜘) =  {
exp(𝜘) − 1          𝑖𝑓 𝜘 ≤ 1
𝜘                             𝑖𝑓 𝜘 > 1

          (5) 

where 𝜘 represents the input values in the activation function.  

The input data contains numerous zero values, which are 

increased by zeros padding, and countless negative values; 

therefore, ELU is preferable to ReLu as the classification 

model's activation function to avoid losing essential values to 

boost classification. 

 

Fig. 4. The different outputs of the ReLu and ELU activation 

functions. 

This study's classification model is a straightforward, fast 

hyperspectral image classification model (FHIC). It consists of 

two Conv2D layers with large numbers of filters (50 and 100) 

due to the amount of the input data, one MaxPooling layer with 

a 2 × 2 pooling window to accelerate training, a fully 

 
1 

https://www.ehu.eus/ccwintco/index.php/Hyperspectral_Remote_Sensing_Sce

nes 

connected layer (FC), and a softmax layer to generate the final 

output, as seen in Table I. ELU is used as an activation function 

in all neurons of the CNN and FC layers. 

TABLE I 

 THE STRUCTURE OF THE FAST HYPERSPECTRAL IMAGE 

CLASSIFICATION MODEL (FHIC). 

Layer (Filters) (kernel_size) (AF) 

Conv2D  (50) (5, 5) (ELU) 

Conv2D  (100) (5, 5) (ELU) 

MaxPooling2D (2, 2) 

FC (100) (-) (ELU) 

FC (NO. of classes) (-) (softmax) 

III. EXPERIMENTS 

This section covers the HSI datasets used to train and test the 

model of this study. In addition, it displays the outcomes of the 

fast hyperspectral image classification (FHIC) model and its 

efficacy, the outcomes of each dataset applied, and a 

comparison with eight well-known classification models. 

A. Datasets 

The study used three distinct types of datasets in its 

experiments. The first data set is the Indian Pines (IP), USA. 

The second dataset is Kennedy Space Center (KSC) in Florida. 

These two datasets were gathered by AVIRIS, the Airborne 

Visible InfraRed Imaging Spectrometer. Their details are listed 

in Table II and are accessible via this website1. 

The third dataset is called WHU-Hi-HongHu (HH)2. A 17-

mm focal length Headwall Nano-Hyperspec imaging sensor 

was used to collect HH over Honghu City, Hubei province, 

China. The acquired region is a complex agricultural landscape 

with 22 varieties of crops. As seen in Fig. 5 (HH scene), it is a 

complex region since it has multiple varieties of the same crop, 

such as Chinese cabbage, cabbage, cotton, cotton firewood, 

Brassica Chinensis, and small Brassica Chinensis [48]. Table II 

describes the details of these datasets and shows the differences. 

Fig. 5 shows the scene and the ground truth (GT) for these three 

datasets. The number of samples that fall under each class is 

2 http://rsidea.whu.edu.cn/resource_WHUHi_sharing.htm 

 
Fig. 3. The ReLu operation in the deep learning model and its effect. 
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depicted in Fig. 6, which compares the three different datasets. 

B. The Experimental Results 

This section presents the findings of the fast hyperspectral 

image classification (FHIC) model and a comparison to the 

most well-known classification models in the field of HSI. This 

study evaluated the efficacy of the FHIC using three common 

HSI datasets: Indian Pines (IP), Kennedy Space Center (KSC), 

and WHU-Hi-HongHu (HH) datasets. 

The HSI needs to be filtered, enhanced in the data distribution, 

and reduced its dimension before being fed into the 

classification model. This work used ETR, a dimension-

reduction technique, to reduce the HSI difficulties and enhance 

TABLE II 

THE THREE USED DATASETS IN THIS STUDY. 

Dataset Sensor 
Band 

Numbers 

Spatial 

Dimensions 

Spatial 

Resolution 

Classes 

Number 

IP 
AVIRIS 

200 145 × 145 20m 16 

KSC 176 512 × 614 18m 13 

HH [48] 
Headwall Nano-

Hyperspec 
270 940 × 475 0.043m 22 

 
Fig. 5. The scene and the ground truth for the tree used images. 

 

 
Fig. 6. The number of classes in each dataset and how many samples in each class are. 
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the classification. According to Table II and Figs. 5 and 6, the 

three datasets have distinct characteristics and were collected 

by different sensors in distinct regions. They vary in the number 

of bands and classes and the number of samples within each 

class. In addition, their data distribution and complexities are 

diverse, as seen in Fig. 6, which depicts the data distribution of 

the first band in each dataset. 

As a consequence of these reasons, the ETR method was 

utilized as a preprocessing to simplify these HSI complexities. 

It assigned all the input datasets into 15 bands or features. The 

IP dataset values match the first condition of Equation (3) in the 

second part of ETR. However, the values of the KSC and HH 

datasets met the second condition. Based on Table III, it was 

determined that 0.8 and 0.3 should be used for the KSC and HH 

datasets after conducting numerous experiments with various ρ 

values and the FHIC model; these values provided the highest 

degree of accuracy. Along with reducing dimensions, the ETR 

also reduced noise and undesired values. These aid in 

accelerating the categorization process, improve accuracy 

concurrently—as seen in the comparison—and decrease the 

drain on the RAM and storage space. The reduced dataset by 

ETR is then partitioned into small cubes with a window size of 

15 for all datasets. 

 
Fig. 7. The data distribution for the first band of each dataset. (a) represents the actual values, and (b) represents the output of 

the ETR method for the first band. 

  
       The actual values of the IP dataset        The ETR output for the IP dataset 

  

       The actual values of the KSC dataset        The ETR output for the KSC dataset 

  

       The actual values of the HH dataset        The ETR output for the HH dataset 

(a) (b) 
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TABLE III.  

THE KAPPA ACCURACY OF DIFFERENT (ρ) VALUES BY FHIC 

MODEL FOR THE TWO DATASETS, KSC AND HH.  
ρ (%) KSC HH 

20 96.77 99.48 

30 97.97 99.86 

50 98.72 99.57 

70 98.48 99.80 

80 98.88 98.49 

All the models utilized in this article were repeated several 

times to decrease the impact of random initialization. The 

performance of the various approaches was then compared 

using the mean and standard deviation of Kappa accuracy (KA), 

overall accuracy (OA), and average accuracy (AA) for all 

executions. The learning rate is 0.001 with the Adam optimizer, 

with 100 epochs and 256 batches. 20% of each dataset was used 

for training and 80% for testing. The size of the window was 

15. All experiments were conducted on a 64-bit Windows 10 

system with 128GB of RAM, 89GB of GPU space, and Python 

as the programming language. 

1) The ETR Method Outputs 

Observing the input data distribution before processing 

is preferable, as this provides a clear picture of the type of 

data available, and the type of processing required. Fig. 7 

(a) shows the data distribution for each dataset's first band. 

Due to the spatial resolution of the IP and KSC datasets, 

the probability of having noise and mixed pixels is very 

high, further complicating the classification process. 

Moreover, because the variation between the IP and KSC 

dataset classes is very narrow and the wavelength range 

in the several bands (spectral dimension) is very small, the 

average value spread is minimal, as illustrated in Fig. 7 

(a). Fig. 7 (a) demonstrates that the IP and KSC data 

distributions are not normal and that there is a big gap 

between small and high values. In addition, the KSC 

dataset has the most complex data distribution due to the 

high degree of similarity among its classes and their 

narrow wavelength range. The HH dataset is the least 

complex dataset, but it has a huge number of classes. 

These difficulties and those outlined in the introduction 

will complicate and slow down the classification process. 

Fig. 7(b) illustrates the output of the ETR method and 

the differences between the actual and ETR values in the 

first band for each of the three datasets. The differences 

are significant in the data distribution and dimensionality. 

The ETR method enhances the variation between classes 

and their features to select the most informative bands, 

  
(a) (b) 

Fig. 8. The output of the second 2CNN layers in R-FHIC and FHIS models. a) represents the ReLu outputs, and b) is the 

ELU outputs. 

 
Fig. 9. The comparison between these models according to their layer numbers and parameter numbers for the IP dataset. 
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ensuring the noise and the mixed pixels are reduced. The 

second part of ETR reduced the distance between the 

related values in the same class. After using the ETR, the 

datasets have a more normal data distribution, and the 

range of data distribution becomes longer, increasing the 

variation. In addition, the ETR method reduced the gap 

between the large and small values, enhancing the range 

of the values' density and making it more balanced in 

distribution. Scaling the data in a specific range with the 

correct allocation helps speed up the classification 

processing, as seen in the following sections. As seen in 

Fig. 7, the ETR reduced the complexity and enhanced the 

data distribution to be more efficient. 

2) The Activation Function Outputs 

This study initiated experiments by passing input data 

through the enhancing transformation reduction (ETR) 

dimension reduction method. The reasons behind using 

the ETR are as follows: 1) ETR has a O(n) complexity, 

making it a speedy and efficient dimension reduction 

approach. 2) After increasing the diversity between the 

classes entered in the first part, it selects the most 

informative features. 3) It corrects the characterization of 

pixels within each class by eliminating the gaps and 

boosting the correlation between them, hence decreasing 

noise and undesired pixels/values and enhancing the 

differentiation between classes and classification 

accuracy. 4) ETR scales and normalizes the data gathered, 

simplifying and accelerating the classification process. 

Thus, all input data was transferred according to the 

processes of ETR and reduced to 15 features. After 

completing the ETR process and identifying the most 

critical subset of the transferred features, the top half of 

these features were moved to the center, as explained in 

the preprocessing operation subsection. 

During training, the pixels on the edge lose efficacy due 

to the forward and backward propagation operations, and 

only the pixels in the middle achieve the required 

accuracy. Consequently, utilizing the zeros padding to 

cover the created cubes efficiently ensures that all pixels 

can be treated equally and improve extraction efficiency. 

Thus, after shifting, the data was divided into small cubes 

with 15 window-size dimensions and then covered by 

zeros padding. After that, the data was inserted into the 

FHIC model for classification. The FHIC model is very 

straightforward and consists of just five layers: two 

Conv2D layers for extracting the feature maps, a max-

pooling layer to speed up the process, a fully connected 

layer for flattening the extracted feature maps and 

enhancing the extraction, and a Softmax layer for 

obtaining the results. 

As previously mentioned, after the ETR normalization, 

scaling, and the creation of the cubes, the input data 

contains many negative and zero values. This section 

shows the effectiveness and differences between using 

ReLu and ELU AFs. In order to compare the 

performances of ReLu and ELU, the FHIC model was 

trained with ReLu AF (referred to as the R-FHIC model) 

and ELU AF (the FHIC model). The output of the second 

Conv2D layer in the R-FHIC and FHIC models was 

visualized to evaluate and see the efficacy of these two 

activation functions during the training period in Fig. 8. 

As depicted in Fig. 8(a), the amount of zero representation 

in ReLu is enormous and far larger than in ELU AF. Their 

outputs differ significantly; therefore, the ReLu has a 

negative effect on model performance and slows down the 

TABLE IV 

THE RESULTS OF THE NINE COMPARED CLASSIFICATION MODELS FOR THE IP DATASET. 

# 
Training 

Samples 

Testing 

Samples 
MLP CNN1D CNN2D CNN3D SNet MCNN HCNN R-FHIC FHIC 

1 9 37 0.08 0 0.46 0.62 1 1 1 0.84 0.92 

2 286 1142 0.45 0.64 0.72 0.94 0.96 0.94 0.99 0.99 0.97 

3 166 664 0.12 0.31 0.67 0.98 0.97 0.99 1 0.98 1 

4 47 190 0.13 0.07 0.42 0.97 0.98 0.99 0.99 1 1 

5 97 386 0.32 0.78 0.88 0.99 0.99 1 0.99 0.97 0.98 

6 146 584 0.80 0.98 0.91 0.98 0.97 1 1 1 1 

7 5 23 0.25 0 0.52 0.70 0.95 1 1 0.91 1 

8 96 382 0.93 0.99 0.98 1 1 1 1 1 1 

9 4 16 0.18 0 0.38 0.88 0.88 1 0.86 1 0.88 

10 194 778 0.45 0.63 0.76 0.94 0.97 0.99 0.98 0.98 0.98 

11 491 1964 0.73 0.76 0.82 0.95 0.96 0.99 1 1 1 

12 119 474 0.07 0.26 0.51 0.97 0.93 0.96 0.99 0.97 0.95 

13 41 164 0.91 0.91 0.91 0.99 1 1 1 1 1 

14 253 1012 0.83 0.96 0.95 1 1 1 1 1 1 

15 77 309 0.08 0.28 0.75 0.87 0.77 0.99 1 0.99 0.98 

16 19 74 0.57 0.84 0.91 0.92 0.96 0.93 1 0.96 0.97 

KA (%)  46.23±4.27 64.38±2.83 75.68±2.20 94.52±1.34 95.10±7.09 98.10±0.36 99.31±0.36 97.71±2.80 98.65±0.17 

OA (%)  53.47±3.56 69.15±2.39 78.69±1.94 95.19±1.18 95.69±6.26 98.34±0.31 99.39±0.32 98.00±2.44 98.82±0.15 

AA (%)  42.24±5.22 55.78±3.97 68.58±3.81 90.54±3.43 94.61±6.29 97.74±1.26 99.06±0.61 96.80±3.83 98.14±0.74 

TT(s)  18.33 29.76 39.15 59.23 14.46 20.96 35.03 12.22 9.96 

ST(s)  0.43 0.75 0.87 1.12 1.18 1.42 2.09 1.03 1.03 
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process. In contrast, the ELU activation function extracted 

more features and ran without being affected by negative 

or zero values, as shown in Fig. 8(b). 

The experiments of these two models were run many 

times to get a more accurate observation to measure the 

accuracy of each model. From Tables IV to VI can be 

observed the FHIC model with ELU activation function 

obtained higher accuracy than R-FHIC with ReLu AF in 

the three used datasets. Besides the higher accuracy, the 

ETR improved the performative time too much, especially 

in the HH dataset, which was 86 seconds faster in the 

training time (TT) than using ReLu and 12 seconds in the 

test time (ST). We learned from these experiments that 

understanding the input data helps choose the correct 

activation function. 

3) The Experimental and Comparison Results 

In this section, the proposed model is compared with 

many different well-known classification models. These 

models are multi-layer perceptron (MLP) [2], CNN1D 

[2], CNN2D [2], CNN3D [2], HybridSN (SNet) [9], 

mixed convolutions and covariance pooling (MCNN) 

[15], and HybridCNN (HCNN) [49]. These models are 

different in complexity and structure. Fig. 7 shows the 

number of layers and the parameters in each model. These 

models, with their layer types, are divided into three data 

processing types. Spectral extraction models: MLP and 

CNN1D, spatial extraction model: CNN2D, and spectral-

spatial extraction models: CNN3D, SNet, MCNN, and 

HCNN. These two models of MLP, which includes one 

layer of FC, and CNN1D, which has one layer of Conv1D, 

focus on extracting spectral information. The CNN2D 

model with two Conv2D layers is the best to classify 

spatial information. The CNN3D model includes two 

Conv3D layers, so it works to extract spectral-spatial 

information at the same time. The SNet, MCNN, and 

HCNN models each comprise a unique series of CNN3D 

and CNN2D layers to improve the accuracy of spectral-

spatial data extraction.  

The SNet model has a series line of three Conv3D 

layers and one Conv2D layer, and all have different kernel 

sizes to enhance the extraction and dropout layers to speed 

up the process. The MCNN model consists of three 

Conv3D layers and one Conv2D layer with the exact 

kernel sizes, followed by Covariance Pooling to create 

multiple stacked features from the final layer and add 

supplementary information. The HCNN model has three 

parallel lines, and each line has three Conv3D layers. The 

output of the combined three lines was fed into two layers 

of Conv2D, and all the layers have different kernel sizes. 

These three models are deep and intricate classification 

models designed to improve the efficiency of spectral-

spatial feature extraction. 

The epochs number, batch size, and window size were 

100, 256, and 15 in all models, except in the HCNN 

model, were 50, 200, and (15, 13, 11). All these models 

used the ReLu as an activation function. PCA was utilized 

 
Fig. 10. The output of the nine used classification models for the IP dataset. 
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to reduce the dimension into 30 features for CNN1D and 

CNN3D and 15 for others. Fig. 9 depicts a comparison of 

the various used models based on their layer and 

parameter numbers for the IP dataset. The FHIC model is 

the third model with the fewest parameters after the MLP 

and 1DCNN models. 

4) The Indian Pines Dataset Results 

As seen in Table II, the IP dataset has the smallest 

spatial dimension and the lowest resolution, with 16 

classes. In addition, Fig. 6 demonstrates that the classes of 

TABLE V 

THE RESULTS OF THE NINE COMPARED CLASSIFICATION MODELS FOR THE KSC DATASET. 

# 
Training 

Samples 

Testing 

Samples 
MLP CNN1D CNN2D CNN3D SNet MCNN HCNN R-FHIC FHIC 

1 152 609 0.80 0.94 0.92 0.78 0.86 0.92 0.95 1 1 

2 49 194 0.51 0.30 0.16 0.70 0.78 0.33 0.92 0.97 0.96 

3 51 205 0 0 0.03 0.91 0.83 0.07 0.85 0.98 0.95 

4 50 202 0 0 0.17 0.42 0.58 0.25 0.65 0.82 0.88 

5 32 129 0.01 0 0.36 0.80 0.89 0.20 0.85 0.92 0.98 

6 46 183 0.40 0 0.31 0.97 0.40 0.03 0.77 0.99 1 

7 21 84 0 0 0.07 1 0.58 0 0.88 1 1 

8 86 345 0.34 0.38 0.76 0.80 0.86 0.89 0.96 0.99 0.99 

9 104 416 0.04 0.74 0.65 0.73 0.91 0.19 0.76 1 1 

10 81 323 0.03 0.00 0.40 0.64 0.87 0.80 0.90 1 1 

11 84 335 0.76 0.85 0.65 0.93 1.00 0.95 1 1 1 

12 101 402 0.18 0.22 0.37 0.99 0.91 0.68 0.95 0.98 1 

13 186 741 0.89 0.98 0.72 1 1 1 1 1 1 

 KA (%)  32.95±13.46 44.42±1.70 48.84±9.36 81.79±6.64 84.63±2.87 60.51±1.57 89.71±2.07 95.69±8.58 98.63±0.17 

 OA (%)  40.45±12.26 51.80±1.47 54.61±8.01 83.56±6.11 86.24±2.55 65.08±1.37 90.76±1.86 96.11±7.77 98.77±0.15 

 AA (%)  27.30±8.78 32.67±1.37 43.04±8.66 81.28±4.87 80.64±3.25 49.49±2.07 87.67±2.61 95.33±7.44 98.01±0.33 

 TT (s)  12.19 21.29 25.33 38.01 8.50 15.97 19.71 7.67 6.15 

 ST (s)  0.28 0.52 0.61 0.73 0.55 0.80 1.02 0.56 0.54 

 
Fig. 11. The output of the nine used classification models for the KSC dataset. 
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the IP dataset contain a varying number of samples, with 

a wide variation between them. In addition to these 

complications, it has an abnormal data distribution with 

many noises and many outliers, as seen in Fig. 7. All these 

characteristics make it extremely difficult to extract its 

features. 

From Table IV, it can be seen that the spectral models 

(MLP and 1DCNN) achieve less accuracy, and 2DCNN, 

focusing on spatial information, was better than them. On 

the other side, the most accurate model in the spectral-

spatial extraction models was HCNN, whose parallel 

structure; was better than MCNN and SNet models. The 

FHIC was the second most accurate model, after HCNN, 

with a tiny difference (only 0.66%), to classify the IP 

dataset. In terms of execution time, the longest training 

time was for the 3DCNN model because it did not employ 

any techniques to speed up the process, such as a dropout 

layer like in SNet, and it also used BN, which slowed 

down the process even more. The MCNN model obtained 

very high accuracy but needed a long training time 

because of the Covariance Pooling function. Due to its 

structure, the processing time of the HCNN model was 

longer than the MCNN model. The FHIC was the best 

performing on the IP dataset in terms of accuracy; it also 

provided the shortest execution time (training and testing 

time), as shown in Table IV. Fig. 10 depicts the 

categorization output visualization for the whole 

collection of models applied to the IP dataset. 

5) The Kennedy Space Center Dataset Results 

The KSC dataset has longer dimensions and a narrower 

wavelength range than the IP dataset, as seen in Fig. 7. It 

is challenging to differentiate land cover due to the 

similarities of their spectral signatures, whose wavelength 

ranges are very close. In addition, Fig. 7 demonstrates that 

the data range is extremely narrow, making this the most 

complex dataset. Because the ETR method corrected the 

position of pixels, reduced the complexity, and 

normalized the data distribution, that helped the FHIC 

model obtain the best accuracy while the other models 

failed to do the same. The second-best result after FHIC 

was for the R-FHIC model, which means the ETR enabled 

it to obtain more features, as seen in Table V. 

Additionally, during the execution time, the ELU 

activation function was more beneficial than ReLu; it 

contributed to increasing the precision of the FHIC model. 

The ELU AF succeeded in normalizing the generated 

weight of each neuron, which helped speed the 

processing, and dealt with the negative and zero values 

TABLE VI  

THE RESULTS OF THE NINE COMPARED CLASSIFICATION MODELS FOR THE HH DATASET. 

# 
Training 

Samples 

Testing 

Samples 
MLP CNN1D CNN2D CNN3D SNet MCNN HCNN R-FHIC FHIC 

1 2808 11233 0.93 0.94 1 1 1 1 1 0.99 1 

2 702 2810 0.77 0.82 0.99 0.99 0.99 0.97 0.98 0.97 0.97 

3 4364 17457 0.91 0.91 1 1 1 1 0.99 1 1 

4 32657 130628 0.98 0.98 1 1 1 1 1 1 1 

5 1244 4974 0.40 0.60 1 1 1 0.99 1 0.98 1 

6 8912 35645 0.89 0.91 1 1 1 1 0.99 1 1 

7 4821 19282 0.74 0.78 1 1 1 1 0.99 1 1 

8 811 3243 0.18 0.24 1 1 0.99 0.99 0.99 0.97 1 

9 2164 8655 0.93 0.94 1 1 1 1 1 1 1 

10 2479 9915 0.55 0.61 1 1 1 1 1 0.99 0.99 

11 2203 8812 0.41 0.50 1 1 1 1 0.99 0.99 0.99 

12 1791 7163 0.51 0.55 1 1 1 0.99 0.99 0.99 0.99 

13 4502 18005 0.71 0.72 1 1 1 0.99 1 0.99 1 

14 1471 5885 0.64 0.73 1 1 0.99 1 0.99 0.99 0.99 

15 200 802 0.38 0.41 0.97 1 0.98 0.99 0.98 0.99 0.98 

16 1452 5810 0.83 0.85 1 1 1 1 0.99 1 1 

17 602 2408 0.59 0.72 1 1 1 1 1 0.99 1 

18 643 2574 0.49 0.59 1 1 1 1 0.98 0.95 0.99 

19 1742 6970 0.76 0.75 1 1 0.99 0.99 0.99 0.99 0.99 

20 697 2789 0.71 0.78 0.99 0.99 0.99 0.99 1 0.99 1 

21 266 1062 0 0.11 0.99 1 1 1 0.99 0.99 0.99 

22 808 3232 0.46 0.56 1 1 1 0.99 0.99 0.99 1 

 KA (%)  79.27±0.29 81.92±0.09 99.84±0.01 99.93±0.01 99.71±0.11 99.68±0.08 99.30±0.65 99.38±0.59 99.65±0.54 

 OA (%)  83.78±0.22 85.81±0.07 99.87±0.01 99.94±0.01 99.77±0.08 99.74±0.06 99.45±0.52 99.51±0.47 99.73±0.43 

 AA (%)  62.20±0.78 67.67±0.40 99.66±0.07 99.86±0.02 99.49±0.15 99.41±0.12 98.99±1 98.83±0.62 99.24±1.18 

 TT (s)  523.12 693.69 892.12 1673.30 427.73 560.73 1108.36 359.66 273.31 

 ST (s)  10.94 19.56 27.13 37.38 46.62 46.34 76.71 43.40 31.35 
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enabled the model to be fast and more accurate, Table V. 

The accuracy and training time of the 3DCNN model 

were superior to those of the MCNN model since the input 

data of the 3DCNN model had 30 bands rather than 15. 

Although the MLP model had the shortest test duration, 

its accuracy was the lowest. The HCNN model did not 

provide high performance because it used different sizes 

of windows, which led to the loss of some spatial 

information and increased the calculation time. All other 

models were less accurate than the FHIC model. 

According to the comparison of all models, the FHIC 

model was the most accurate and fastest in execution time. 

 
Fig. 12. The output of the nine used classification models for the HH dataset. 

 
Fig. 13. The accuracy range during the training time in the nine compared classification models for the three datasets. 
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The classification output visualization for all models 

applied to the KSC dataset is depicted in Fig. 11. 

6) The WHU-Hi-HongHu Dataset Results 

The HH dataset is totally different from the IP and KSC 

datasets. It is a massive dataset with a greater number of 

bands and classes, longer dimensions, and higher 

resolution. In addition, Fig. 7 reveals that the data in the 

HH dataset has a normal distribution. Therefore, it is a 

very rich dataset with a large number of pixels. Because 

of its enormous size, it drained the RAM and time more 

than the others. 

Because the 3DCNN model accepts at least 30 bands of 

input data, it obtained the highest accuracy and the longest 

training time. The 2DCNN model with 15 bands of input 

data was the most accurate. The second model was SNet, 

which completed training in half the time of 2DCNN due 

to the dropout approach, followed by the MCNN model 

with the longest training time, and after that, the FHIC 

model with the best training time. The difference in 

precision between these four models was very tiny, but 

the FHIC introduced a great speed, significantly 

impacting the execution time, as observed in Table VI. 

Regarding the training time, the FHIC model was 60% 

faster than the most accurate model, the 2DCNN model, 

and 75% faster than the slowest model, the HCNN. The 

classification output visualization of all models for the 

HH dataset is in Fig. 12. 

From the training time of the R-FHIC model in Tables 

IV-VI for the three datasets, we can realize the 
contribution and effect of the ETR method in enhancing 

the speed of the classification process. The R-FHIC was 

the second fastest model after the FHIC model. Moreover, 

when we look at the performance of the FHIC model for 

the three datasets, the ELU AF's advantages in improving 

the accuracy and time also can be noted. Because of the 

ETR method and ELU AF, the FHIC model was the top 

fastest model for all datasets. 

7) Compared FHIC With Recently Published Models 

In the last section, the proposed model was compared 

to known spectral extraction models (MLP and CNN1D), 

spatial extraction models (CNN2D), and spectral-spatial 

extraction models (CNN3D, SNet, MCNN, and HCNN). 

This section compares the FHIC model to the spectral-

spatial extraction models that were recently published in 

2022 and 2023. These models are spatial pooling graph 

convolutional network (SPGCN-21) [50], IDA-

HybridCNN (IHCNN) [51], multi-direction network- 

attentional spectral prior (MDN-ASP) [52], SST-M [53], 

adaptive hash attention mechanism and a lower triangular 

network (AHA-LT) [54], multi-hybrid deep learning 

model (MHDL) [8], ELUSNet [55], hybrid spectral CNN 

with ETR (ETRSN) [7], pyramidal coordinate attention 

and weighted self-distillation (PCA-WSD) [56], subspace 

classifier and feature transformation (SSFT) [57], and fast 

dynamic graph convolutional network and CNN (FDGC) 

[58].  

 

TABLE VII 

THE COMPETITION WITH THE RECENTLY PUBLISHED 

SPECTRAL-SPATIAL EXTRACTION MODELS FOR THE IP 

DATASET. THE BLACK-BOLD STYLE REPRESENTS THE BEST 

RESULTS, THE GREEN-BOLD STYLE REPRESENTS THE SECOND-

BEST, AND THE BLUE-BOLD STYLE MEANS THE THIRD-BEST. 
Models KA OA AA TT(s) ST(s) 

SPGCN-21 [50] 98.53+0.40 97.89±0.89 98.71+0.35 1117.67 44.34 

IHCNN [51] 94.54±0.38 95.22±0.33 90.77±1.29 942.26 21.18 

MDN-ASP [52] 93.09±0.22 93.99±0.31 94.55±0.52 725.41 21.63 
SST-M [53] 98.95±0.36 99.08±0.31 99.01±0.33 658.14 3.43 

AHA-LT [54] 97.56±0.19 97.86±0.17 97.89±0.20 317.4 13.51 

MHDL [8] 89.73±0.64 91.03±0.56 82.63±1.93 212.57 4.97 
ELUSNet [55] 98.57±0.33 98.75±0.29 97.23±0.21 208.97 5.02 

ETRSN [7] 93.96±9.58 94.75±8.30 92.61±10.92 200.77 4.79 

PCA-WSD [56] 99.27±0.11 99.36±0.09 99.44±0.15 166.56 4.63 

SSFT [57] 83.31±1.74 85.21±1.58 77.44±2.11 142 2.7 

FDGC [58] 98.00±0.33 98.27±0.28 96.81±1.02 20.57 0.55 

FHIC 98.65±0.17 98.82±0.15 98.14±0.74 9.96 1.03 

Table VII was sorted from longest to shortest training 

time. Evidently, the proposed model (FHIC) is the fastest. 

The FHIC model is ten seconds faster than the next-fastest 

model (FDGC). In addition, the accuracy of the best three 

models (PCA-WSD, SST-M, and FHIC) is virtually 

identical; there are no significant differences between 

them. In contrast, the difference in speed between FHIC 

and the most accurate model is more than 156 seconds. 

Therefore, compared with the other 11 hyperspectral 

image classification models, the proposed model is 

optimal for achieving an equilibrium between extremely 

high accuracy and processing speed. 

Fig. 13 depicts the accuracy situation for the three datasets 

across the processing of the nine classification models 

throughout the training period. In contrast to the other models, 

the FHIC model was the most stable and provided high 

accuracy from the beginning to the end, especially with the IP 

and KSC datasets, which are more complex than the HH 

dataset. 

IV. EFFECTIVENESS MEASURE 

As is known, the best model is a model that provides the best 

accuracy in a short time compared to the others. So, this paper 

provides an Equation that compares used models according to 

their accuracy and training/testing time. As can be seen from 

Tables IV-VI, some models achieved very low accuracy over a 

very short training time, like MLP and CNN1D. CNN3D and 

HCNN gave very high accuracy over a very long training time. 

The SNet, MCNN, R-FHIC, and FHIC models produced 

different values for accuracy and training time, complicating 

their differentiation. This Equation is an easy and quick 

measure to evaluate the models' efficacy and compare them 

quickly. We will deal with the accuracy and time as numbers in 

this measurement and ignore their units. To make the 

comparison as reasonable as possible, we must first scale the 

comparison's parameters. The accuracy values are scaled using 

the following Equation: 

𝐴 =  (𝛬𝑖/ ∑ 𝛬𝑖) × 100 %                (6)𝑖
𝑖=1   

where Λ is the model accuracy, 𝑖 is the model's number. 

After that, because the execution time should be short and the 
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accuracy should be high, the relationship between them is 

reciprocal, as seen in the following Equation: 

𝑡𝑖 = 1/𝑇𝑖                                                 (7) 

where 𝑡 is the reciprocal relationship of the execution time 𝑇, 

now the scaling time can be taken as follows: 

𝐵 =  (𝑡𝑖/ ∑ 𝑡𝑖) × 100 %                   (8)

𝑖

𝑖=1

 

Finally, after scaling the accuracy values and time, the percent 

of linear combination can be calculated for 𝐴 and 𝐵 as follows: 

𝑃 = (𝛼 × 𝐴) + (𝛾 × 𝐵), 𝑤ℎ𝑒𝑟𝑒    𝛼 +  𝛾 = 100 %       (9) 

Where 𝑃 represents the standard measurement evaluation 

between the models according to their accuracy 𝐴 and time 𝐵,  

𝛼 is the significance coefficient for accuracy, and 𝛾 is the 

significance coefficient for time, 𝛼 and 𝛾 values are between 

zero and one. Equation (9) aims to find an independent 

approach to evaluate the effectiveness of any model compared 

to others. 

First, the effectiveness was tested with the same significance 

coefficients for the accuracy and time (training and testing), 

where 𝛼 and 𝛾 = 50%. The second evaluation was 𝛼 = 70% and 

𝛾 = 30%; here, more attention was given to accuracy than time. 

Third, the effectiveness was evaluated with more attention to 

time rather than accuracy, where 𝛼 = 30% and 𝛾 = 70%.  

If we evaluated the effectiveness according to the accuracy 

and training time, the FHIC model was the best whatever the 

values of 𝛼 and 𝛾, as seen in Fig. 14. On the other hand, 

evaluating the effectiveness according to accuracy and test 

time, with 50% for 𝛼 and 𝛾, the FHIC got the second position 

after MLP. With less attention to the test time (𝛾 = 30%), the 

FHIC took the top position in the IP and KSC datasets. Finally, 

with less attention to the accuracy (𝛼 = 30%), the FHIC is in the 

second position with the KSC dataset and fourth with the IP and 

HH datasets. Furthermore, from the results in Fig. 14, it can be 

noted that the less complex models like MLP, 1DCNN, 

2DCNN, and HFIC were more flexible and provided more 

stable results with the different HSIs than the deep and complex 

models like MSCNN and HCNN. 

In the field of artificial intelligence, the efficacy and speed of 

the model are of utmost importance. The advantage of this 

evaluation method is that it provides an easy measure for testing 

the effectiveness of models based on their performance, not just 

their accuracy, and for identifying the models with the best 

results and time. 

V. CONCLUSION 

This study aimed to demonstrate that pre-enhancing the input 

data and application of appropriate methods are more crucial 

for achieving excellent performance than employing a complex 

classification model. It employed a novel diminution reduction 

method, the enhancing transformation reduction (ETR) method, 

to reduce the size of the HSIs, and an efficient activation 

function, the exponential linear units (ELU) AF, to optimize the 

  
𝛼 = 50% 𝑎𝑛𝑑 𝛾 = 50% for training time 𝛼 = 50% 𝑎𝑛𝑑 𝛾 = 50% for test time 

  
𝛼 = 70% 𝑎𝑛𝑑 𝛾 = 30% for training time 𝛼 = 70% 𝑎𝑛𝑑 𝛾 = 30% for test time 

  
𝛼 = 30% 𝑎𝑛𝑑 𝛾 = 70% for training time 𝛼 = 30% 𝑎𝑛𝑑 𝛾 = 70% for test time 

Fig. 14. The Effectiveness Measure of all models for all used datasets with different significance coefficients. 
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classification process inside every neuron. The classification 

part was a simple network to extract feature maps using the 

Conv2D approach. The study model is called the fast 

hyperspectral image classification model (FHIC) model. The 

process of the classification depends on the ETR to simplify and 

reduce the HSI complexity and on the ELU AF to normalize the 

inter-process and improve the extraction. We have shown that 

many well-known classification models were used to assess and 

demonstrate the effectiveness of the proposed model through 

three different HSI datasets. This research also introduced a 

new effective measure method to provide an easy way for the 

researchers to evaluate the effectiveness of their models against 

others according to significance coefficients. From the 

experiments and comparison results, notes can be summarized 

as the following: 1) The content and the complexities are 

different from one HSI to the other, so a flexible method that 

can deal with the different complexities of the different HSIs is 

needed. 2) The ETR is a very quick diminution reduction 

method, and it introduced an impressive performance in 

correcting the classification of pixels and enhancing their 

correlation; it also enhanced classification model performance. 

3) Due to the high number of negative and zero values in the 

input data, the FHIC model operated more quickly and 

efficiently with the ELU activation function than with the Relu. 

4) The less complex models are more flexible in dealing with 

the different HSIs than the deep and complex models. 5) The 

proposed model reduced the use of RAM and saved time. 6) 

The proposed model outperformed the other state-of-the-art 

models and gave the best performance according to the 

effectiveness measure in terms of accuracy and execution time 

for the three HSIs. Future work will focus on improving the test 

time. 
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