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Summary
Accurate prediction of carbon dioxide (CO2) solubility in brine is crucial for the success of carbon capture and storage (CCS) by means 
of geological formations like aquifers. This study investigates the effectiveness of a novel genetic algorithm- mixed effects random forest 
(GA- MERF) model for estimating CO2 solubility in brine. The model’s performance is compared with established methods like the group 
method of data handling (GMDH), backpropagation neural networks (BPNN), and traditional thermodynamic models. The GA- MERF 
model utilizes experimental data collected from literature, encompassing key factors influencing CO2 solubility: temperature (T), pressure 
(P), and salinity. These data are used to train and validate the model’s ability to predict CO2 solubility values. The results demonstrate the 
superiority of GA- MERF compared to the other models. Notably, GA- MERF achieves a high coefficient of determination (R) of 0.9994 
in unseen data, indicating a strong correlation between estimated and actual CO2 solubility values. Furthermore, the model exhibits ex-
ceptionally low error metrics, with a root mean squared error (RMSE) of 2×10-8 and a mean absolute error (MAE) of 1.8×10-11, signifying 
outstanding accuracy in estimating CO2 solubility in brine. Beyond its high accuracy, GA- MERF offers an additional benefit—reduced 
computational time compared to the other models investigated, with 65 seconds. This efficiency makes GA- MERF a particularly attrac-
tive tool for real- world applications where rapid and reliable CO2 solubility predictions are critical. In conclusion, this study presents GA- 
MERF as a powerful and efficient model for predicting CO2 solubility in brine. Its superior performance compared to existing methods 
and previous literature highlights its potential as a valuable tool for researchers and engineers working on CCS projects utilizing aquifer 
storage. The high accuracy, low error rates, and reduced computational time make GA- MERF a promising candidate for advancing the 
development of effective and efficient CCS technologies.

Introduction
CO2 is the main greenhouse gas, contributing to 76% of total emitted gas in the atmosphere (Mwakipunda et al. 2024). Atmospheric CO2 
concentrations are rising primarily due to human activity, particularly the burning of fossil fuels for energy. Since the industrial revolution, 
human CO2 emissions have increased significantly, from ~280 ppm before the industrial revolution to ~425 ppm in March 2024, continu-
ing to affect global climatic change (Statista 2024). Decarbonization and carbon capture, utilization, and storage (CCUS) are essential 
strategies in mitigating these CO2 emissions and combating climate change, with the goal of meeting the Paris Climate Summit agreement 
to limit global warming to well below 2°C above preindustrial levels and pursuing efforts to further limit it to 1.5°C by 2050. In essence, 
while decarbonization is crucial for a sustainable future, CCUS complements these efforts by offering solutions for hard- to- decarbonize 
sectors, reducing carbon intensity, achieving negative emissions, mitigating economic and social impacts, and maintaining energy 
security.

CCUS is a combination of technologies and processes designed to capture CO2 emitted from industrial sources, use or convert them 
for beneficial purposes, and store them to prevent their release into the atmosphere (Mwakipunda et al. 2023a; Nath et al. 2024; Liu and 
Wu 2024). If the captured CO2 is not utilized, it can be stored underground permanently in geological formations to prevent its release 
into the atmosphere. This process is known as CCS (Mwakipunda et al. 2023c; Ngata et al. 2023; Zhang et al. 2024). Suitable storage sites 
include depleted oil and gas reservoirs, saline aquifers, unmineable coal seams, basalt formations, shale formations, salt caverns, deep 
ocean storage, etc. There are four mechanisms by which CO2 can be stored underground, which are structural trapping, residual trapping, 
solubility trapping, and mineral trapping (Luo et al. 2022). Solubility trapping offers a robust and reliable mechanism for permanent CO2 
storage. Solubility trapping involves the dissolution of CO2 into formation fluids (brine), for instance, in an aquifer, creating a stable 
solution. This mechanism offers a long- term and permanent storage solution as the CO2 is chemically incorporated into the brine, reducing 
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the risk of leakage or migration back to the surface (Ratnakar et al. 2020; Mwakipunda et al. 2023b). Accurate estimation of CO2 storage 
in brine formations is a fundamental aspect of planning, implementing, and managing successful CCS projects, contributing to the effec-
tive and responsible deployment of these technologies to mitigate CO2 emissions and combat climate change. It helps to optimize storage 
capacity, assess project feasibility, ensure safety and environmental integrity, comply with regulations, facilitate monitoring and verifica-
tion, and engage with the public and stakeholders.

There are several methods for estimating CO2 solubility in brine: (1) Laboratory experiments, which involve injecting CO2 into brine 
at reservoir conditions and measuring the solubility as a function of pressure, temperature, and salinity (Yan et al. 2011; Wang et al. 2014; 
Mosavat et al. 2014; Mohammadian et al. 2015, 2023; Zhao et al. 2015a; Lu et al. 2023; Wang and Ehlig- Economides 2023; Ji et al. 2024; 
Mutailipu et al. 2024). However, laboratory experiments face several challenges related to scale, cost and time intensiveness, representa-
tiveness, parameter range, potential for contamination, simplifications, scaleup challenges, and safety concerns. (2)Pressure- volume- 
temperature empirical correlations are derived from laboratory measurements and can provide quick and approximate estimates of CO2 
solubility for a wide range of conditions (Li and Nghiem 1986; Bahadori et al. 2009; Zhao et al. 2015a; Mutailipu et al. 2024). Empirical 
correlations have several limitations, such as applicability, extrapolation risks, data quality, simplifications, mechanistic understanding, 
validation requirements, and sensitivity to assumptions. (3) Equation- of- state models, such as the Peng- Robinson (Li and Nghiem 1986; 
Sodeifian et al. 2023; Hiraga and Ushiki. 2024) or Soave- Redlich- Kwong (Li et al. 2001; Sodeifian et al. 2024; Mehdizade et al. 2024; 
Costa de Souza et al. 2024) equations, can be used to calculate CO2 solubility in brine based on thermodynamic principles and phase 
behavior. However, equations of state require detailed information on the properties of CO2 and brine, which provides an accurate esti-
mation of CO2 solubility at various pressures and temperatures. Other researchers, such as Sørensen et al. (2002), Portier and Rochelle 
(2005), Duan et al. (2006), and Mao et al. (2013), developed some models in CO2 solubility estimations in brine but these models still 
have data range applicability limitations.

Recently, a few researchers have applied machine learning (ML) models as alternative techniques in estimating CO2 solubility in 
brines because they offer a promising approach for estimating CO2 solubility in brines due to their ability to handle complex, nonlinear 
relationships between influencing factors. Traditional methods can be cumbersome and computationally expensive, especially for brines 
with varying salinity, temperature, and ionic compositions. ML can learn from large data sets of experimental measurements within a 
short time and is less costly, capturing these intricate dependencies and enabling rapid, accurate CO2 solubility predictions for diverse 
brine compositions encountered in CCS applications. For instance, Ratnakar et al. (2023) estimated CO2 in brine from experimental data, 
(i.e., pressure, temperature, and salinity) using different ML models, which were random forests (RF), decision trees, and artificial neural 
networks. It was found that the utilized ML models estimated the CO2 solubility in brine accurately with a minimum relative error of 
2–7% of the experimental data. Decision trees suffer from overfitting and instability, while RFs, though more robust, can be complex and 
computationally intensive. Artificial neural networks, while powerful, require substantial data and computational resources, and their 
black- box nature can be problematic for interpretability. Also, Menad et al. (2019) utilized different hybrid ML models in estimating CO2 
solubility in brine from experimental data having pressure, temperature, and salinity as inputs. Among the ML models used, radial basis 
function neural network (RBFNN)- artificial bee colony (ABC) accurately estimated CO2 solubility in brine with correlation coefficient 
(R2) of 0.9984 and 0.9896 and RMSE of 0.0218 and 0.0572 during training and testing, respectively, followed by RBFNN- particle swarm 
optimization, multilayer perceptron-Levenberg- Marquardt, and RBFNN- GA. While RBFNN- ABC combines the strengths of both 
RBFNN and ABC, it also inherits their limitations. These include computational complexity, sensitivity to parameters and initial condi-
tions, slower convergence rates, and potential scalability issues. Careful tuning and validation are required to achieve optimal perfor-
mance with this combined approach. Further, Zou et al. (2024) estimated the CO2 solubility of experimental data in brine with pressure, 
temperature, and salinity as inputs using various ML models. From the used ML models, cascade forward neural network (CFNN)- 
Levenberg- Marquardt estimated precisely the experimental data with the highest R2 of 0.9949 and minimum average absolute percent 
relative error values of 5.37% for the overall data set compared to CFNN- bayesian regularization (BR), cascade forward neural net-
work-Broyden–Fletcher–Goldfarb –Shanno(CNN-BFGS), and (general regression neural network) GRNN. From sensitivity analysis, it 
was found that pressure has a positive impact on CO2 solubility, whereas temperature and salinity have negative impacts with CO2 solu-
bility. While CFNN- Levenberg- Marquardt can be powerful for certain applications, it comes with significant limitations, including high 
computational and memory requirements, sensitivity to initial conditions, potential for overfitting, and challenges with scalability and 
interpretability. Careful design, tuning, and validation are necessary to mitigate these limitations and achieve robust model 
performance.

Hence, in this paper, we apply a novel ML algorithm to estimate CO2 solubility in brine for CCS applications from experimental data. 
We combined GA- MERF to form a new hybrid approach that leverages the strengths of both techniques: GA’s ability to explore the search 
space for optimal solutions and MERF’s capability to handle complex nonlinear relationships and make accurate estimations. This new 
hybrid algorithm was established to overcome the limitations of the ML models described in the previous paragraph, such as avoiding 
overfitting, fast convergence, high accuracy with minimum errors, and handling complex nonlinear relationships. Furthermore, we con-
ducted SHapley Additive exPlanations (SHAP) analysis in this study. To assess its effectiveness, GA- MERF was compared with BPNN, 
GMDH and other empirical correlations (i.e., the thermodynamic model).

Data Sources and Preprocessing
Data Collection. Data collection from experimental published literature on CO2 solubility in brine serves as a critical foundation for 
this paper. The 1,000 data sets utilized in this study to estimate CO2 solubility in brine were collected from experimental published 
literature in different types of brines made of several salt types, such as NaCl, KNO3, CaCO3, CaSO4, MgSO4, NaHCO3, NaNO3, 
Na2SO4, K2SO4 KCl, Mg(NO3)2, CaCl2, and MgCl2, to reflect various types of salts that exist in different aquifers (Markham and Kobe 
1941; Nighswander et al. 1989; Rumpf and Maurer 1993; Rumpf et al. 1994; Kiepe et al. 2002; Bando et al. 2003; Koschel et al. 2006; 
Yan et al. 2011; Zhao et al. 2015b; Mohammadian et al. 2015; Steel et al. 2016; Cruz et al. 2021); 70% of the data was used for training 
and 30% was used for testing the models. The data inputs include temperatures in the range of 50.5–473.7 K, pressures in the range of 
0.0643–986.8 bar, and salinity in the ranges of 0–5.999 mol/kg. The output CO2 solubility range was from 0 to 0.09388 mole fraction. 
Temperature plays a pivotal role in governing the thermodynamic behavior of the CO2- brine system, affecting the solubility and phase 
behavior of CO2. Pressure, on the other hand, influences the physical state and density of the system, impacting the solubility and storage 
capacity of CO2 in brine. Salinity concentration, representing the dissolved salt content in the brine, influences the chemical interactions, 
ion activities, and phase equilibrium of the CO2- brine system.

Data Preprocessing. CO2 solubility in brine is controlled mostly by three factors, which are pressure, temperature, and salinity 
concentration of aquifer water. Based on the collected data from the literature, they contain some outliers, as shown in Fig. 1, which 
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usually affect model performance. To enhance the model’s performance, outliers were removed using the Z- score technique, as shown 
in Fig. 2. The descriptive statistics of the used data for training and testing the model are shown in Table 1. Normalization is a vital 
preprocessing step in ML, paving the way for better model performance, interpretability, and overall robustness. First, it helps to 
ensure that features are on a similar scale, which prevents certain features from dominating others during the training process. Second, 
normalization aids in speeding up the convergence of iterative optimization algorithms, leading to faster training times. Moreover, it can 
improve the performance of models by making them more robust to outliers and noise in the data. Additionally, normalization facilitates 
the interpretation of model parameters since the scale of the features no longer affects the magnitude of the weights (Majid et al. 2023; 
Mkono et al. 2023). In this paper, all the data were normalized in the range of 0 to 1 using Eq. 1.

Experimental Data 
Sets Parameters Max 75% 50% 25% Min SD Mean

Inputs Pressure (bar) 986.8 275.975 150 84.045 0.84 242.7746 232.2562

Temperature (K) 433.18 393.1425 333.17 323.1 50.5 45.7701 354.8309

Salinity (mol/kg) 5.999 2.015 1.0125 0.03 0 1.7465 1.7452

Output CO2 solubility 
in brines (mole 

fraction)

0.0448 0.01721 0.0088 0.00328 0 0.01147 0.012

Max: Maximum; Min: Minimum; SD: Standard Deviation

Table 1—Descriptive statistics of the used data sets.

 
y0
i =

yi � ymin
ymax � ymin

,
  (1)

where  y
0
i ,  yi ,  ymin ,  ymax  are the normalized value of  yi , the value to be normalized, the minimum value of  yi , and the maximum value of 

 yi , respectively.

Methodology
This section discusses different ML algorithms that were used for CO2 solubility estimation in brine. It includes a novel GA- MERF algo-
rithm compared with GMDH and BPNN, which were utilized to measure its robustness and convergence in predicting CO2 solubility in 
brine for CO2 sequestration implementation.

Fig. 1—Experimental data sets with outliers.
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BPNN. The BPNN contains three layers, which are input, hidden, and output layers. BPNN architecture was established by various 
researchers (Yang et al. 2021; Yao et al. 2023; Duan et al. 2023). The configuration of input and output layers depends on the specific 
problem and study objectives. The minimum requirement for hidden neurons in the hidden layer is two (Buscema 1998). The training 
process in BPNN involves iteratively adjusting weights to reduce errors and to improve accuracy. In the present study, input variables for 
CO2 solubility estimation are pressure, temperature, and salinity. These inputs are transformed through a nonlinear hyperbolic tangent 
activation function in the hidden layers, producing outputs as defined by Eq. 2 (Majid et al. 2023).

 
f
�
w
�
= tanh

�
w
�
=

2
1 � e�2w � 1,

  
(2)

where w denotes the cumulative weights of inputs. The training function of a BPNN is expressed by the nonlinear equation (Eq. 3),

 z� = argminV
�
r
�
.  (3)

The goal is to identify the optimal weight connections z* to minimize the disparity between predicted and actual values. The error function 
 V
�
r
�
  is expressed in Eq. 4 (Elkatatny and Mahmoud 2018):

 
V
�
r
�
=
X
n
Vn
�
r
�
.
  

(4)

Here,  Vn
�
r
�
  represents output error and n stands for the number of training data, which is defined as:

 
Vn
�
r
�
=
1
2

X
j

�
ynj � Oynj

�
r
��2 .

  
(5)

In this case of the presented model,  ynj  denotes the predicted values for the nth observations while  Oynj
�
r
�
  represents the actual values for 

the jth observations. Substituting Eq. 5 into Eq. 4 yields Eq. 6, which is then optimized to minimize the error between predicted and actual 
values (Ikiensikimama and Azubuike 2012; Mulashani et al. 2022; Dongare et al. 2024). The training process involves iteratively adjust-
ing the weights of output neurons to modify the inputs until the error converges to the desired value (Hecht- Nielsen 1992; Liu et al. 2023; 
Al- Bukhaiti et al. 2024).

 
V(r) =

1
2

X
n

X
j

�
ynj � Oynj(r)

�2 .
  

(6)

GMDH. The GMDH relies on a hierarchical network of polynomial equations progressively fitting to the data (Ivakhnenko 1971). The 
selection of inputs for subsequent layers and nodes in the network is determined through the integration of multilayer techniques. The 
creation of the GMDH network structure involves combining specific layers and nodes, guided by the performances of earlier layers and 
nodes (Lv et al. 2023; Mgimba et al. 2023; Rezaie et al. 2023; Zhang and Xue 2024). Fig. 3 shows the GMDH neural network.

Fig. 2—Experimental data sets without outliers.
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Fig. 3—GMDH network architecture.

The relationship between independent variable Y and dependent input variables xi is captured by the model as:

 Y = f
�
x1, x2, x3,....., xn

�
.  (7)

Then, the polynomial Kolmogorov- Gabor of Eq. 7 is written as

 
y = a0 +

nX
i=1

aixi +
nX

i=1

nX
j=1

aijxij +
nX

i=1

nX
j=1

nX
k=1

aijkxixjxk + : : : ,
  

(8)

 

X =

2
6666664

x11 x12 : : : : : : x1M
x21 x22 : : : : : : x2M
: : : : : : : : : xij xiM
: : : : : : : : : : : : : : :

xN1 xN2 : : : : : : xNM

3
7777775
, y =

2
6666664

y1
y2
: : :

: : :

yN

3
7777775
,

  

(9)

where y denotes the output, n signifies the number of inputs, x represents the input systems, and a corresponds to the coefficients. Partial 
polynomial equations of Eqs. 8 and 9 are expressed as

 y = G
�
XiXj

�
,  (10)

 Oy = a0 + a1xi + a2xj + a3xixj + a4x2i + a5x2j ,  (11)

 yi = Aai,  (12)

 

A =

2
66664

1 x1p x1q x1px1q x21p x21q
1 x2p x2q x2px2q x22p x22q
1 � � � � � � � � � � � � � � �

1 xNp xNq xNpxNq x2Np x2Nq

3
77775
.

  

(13)

To identify the underlying relationships between input and output data, the least- squares method is used to estimate the coefficients of 
various quadratic equations in Eq. 14.

 
MSE =

1
N

NX
i

�
yi � Oyi

�2
� min .

  
(14)

Building the initial set of desired outputs is optimally achieved through a least- squares regression based on Eq. 14. This leverages n input 
data points and incorporates the entire spectrum of potential outputs for two specific values ( yi, i = 1, 2, 3 : : : ,N  ). Hence, 

 

 
n
2

!
= n

�
n � 1

�
/2

 
, based on the observed patterns in the p : q 1;2; 3,... data, the potential for pre- FFN neuronal development level is 

developed  yi; xpi, xqi
�
i = 1, 2, 3 : : : ,N

�
  (Bueno et al. 2011; Teng et al. 2017). To enrich the data sets and improve model performance, Eq. 

15 is utilized to generate N additional data points  yi; xpi, xqi
�
i = 1, 2, 3 : : : ,N

�
  from existing data sets, effectively creating pairs (p, A), 
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where A takes on various values (1, 2, 3, ...) (Teng et al. 2017; Hemmati- Sarapardeh et al. 2020; Mulashani et al. 2022; Zhang and Xue 
2024).

 

2
6664

xip x1q W y1
x2p x2q W y2
� � � � � � � � � � � �

xNp xNp W yN

3
7775 .

  

(15)

A set of N matrix equations is developed by applying the quadratic subexpression within Eq. 16 to each row, as shown in Eq. 19.

 Aa = Y,  (16)

 a =
�
a0, a1, a2, a3, a5

�
,  (17)

 Y =
�
y1, y2, y3, : : : , yN

�T ,  (18)

 

A =

2
66664

1 x1p x1q x1px1q x21p x21q
1 x2p x2q x2px2q x22p x22q
1 � � � � � � � � � � � � � � �

1 xNp xNq xNpxNq x2Np x2Nq

3
77775
.

  

(19)

For computational convenience, the simplified normal solution can be represented in the familiar form of the least square’s solution 
(Roshani et al. 2020; Sun et al. 2024):

 ai =
�
ATA

��1 ATY.  (20)

GA-MERF. GA- MERF integrates GA with MERF and aims to optimize the selection of hyperparameters, such as the number of trees, 
tree depth, and regularization parameters, which can significantly impact the model’s performance by reducing overfitting and improving 
the prediction accuracy to unseen data. GA can efficiently search the hyperparameter space to find optimal or near- optimal configurations, 
thus enhancing MERF predictive accuracy capability. Moreover, GA assists in selecting the most appropriate model structure, including 
the choice of fixed and random effects, leading to more interpretable and accurate models. As both GA and MERF continue to evolve, 
their combined use is expected to yield innovative solutions to complex data analysis problems in various domains.

GA. GA, inspired by the process of natural selection, iteratively improves a population of candidate solutions to achieve optimal or 
near- optimal results for complex optimization and search problems (Holland 1973; Elyan and Gaber 2017). The core principle of GA 
hinges on the concept of “survival of the fittest,” derived from Darwinian evolution (Holland 1992; Shadkani et al. 2024). Individuals 
with superior fitness, as measured by a problem- specific objective function, are more likely to be selected for reproduction. This selection 
process guides the search toward promising regions of the solution space (Katoch et al. 2021). Three fundamental operators orchestrate 
the evolutionary process in GA (Ray et al. 2023) are as follows:

1. Selection: Selection algorithms determine which individuals from the current population contribute their genetic material to the 
next generation. Popular selection methods include roulette wheel selection, tournament selection, and elitism, where the fittest 
individuals are guaranteed to survive.

2. Crossover: Crossover mimics biological reproduction by combining genetic material from two parent chromosomes to generate 
offspring. Common crossover techniques include single- point crossover and two- point crossover, where sections of the parent 
chromosomes are swapped to create new combinations.

3. Mutation: Mutation introduces random variations into the offspring’s chromosomes, maintaining genetic diversity within the pop-
ulation. This helps prevent premature convergence and explore new regions of the search space. The mutation rate, controlling the 
frequency of mutations, is a crucial parameter in GA design.

GA operates iteratively. The initial population is typically generated randomly, ensuring a diverse starting point. Subsequently, the 
selection, crossover, and mutation operators are applied to create a new generation of individuals. This cycle continues for a predefined 
number of generations or until a termination criterion, such as achieving a desired fitness level, is met (Katoch et al. 2021; Razavi- Termeh 
et al. 2023; Dhanya and Chitra 2024). Over successive generations, the population gradually evolves toward better solutions, mimicking 
the process of natural selection.

MERF. MERF is an extension of RF that accommodates both fixed and random effects in the data. It is particularly well- suited for ana-
lyzing hierarchical or nested data, such as repeated measures or clustered data. MERF combines the strengths of RF with mixed effects, 
offering robustness against overfitting and the ability to capture complex nonlinear relationships. This approach can be formulated as 
(Hajjem et al. 2011, 2017; Rutten 2021; Yang et al. 2022; Krennmair and Schmid 2022; Katreddi et al. 2023):

 

yi = f
�
Xi
�
+ Ziui + "i,

ui � N
�
0,G

�
, "i � N

�
0,Ri

�
, i = 1, 2, ...,K

,
  

(21)

where  yi =
�
yi1, ..., yin

�
  stands for vector output for cluster i;  Xi  and  Zi  represent design matrices for fixed effects and RF, respectively;  ui  

represents unknown vector for random effects; and  "i  stands for residual vector. The constant part  f
�
Xi
�
  is computed by an RF. In the 

MERF model, it is assumed that the data from the clusters are independent and  ui  as well as  "i . In addition, a diagonal matrix ( Ri = �2Iin ) 
is needed to ensure that the residual structures and sizes are identical across all clusters. Steps for MERF implementation are as follows 
(Hajjem et al. 2011, 2017; Mayapada et al. 2021; Katreddi et al. 2023):

Step 1: Set the random effects factors to zero at the beginning, �
2
R = 1 , and G as the identity matrix (G = Im). k as the iteration number 

is zero (Hajjem et al. 2014; Rutten 2021; Yang et al. 2022).
Step 2: (i) Escalating the value of k by 1 to k = k + 1, followed by subtracting the random component from the output, 

 
y�

i
�
k
� = yi � Ziu_i

�
k � 1

�
 
(Hajjem et al. 2014; Rutten 2021).

(ii) The bagging method is used to train the RF model based on 
 
y�

i
�
k
�
 
 .
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(iii) Make predictions for new data points in every observation j using trees that were not affected by j during the training process 
(Hajjem et al. 2014; Rutten 2021).

(iv) Subsequently ,update ui (Hajjem et al. 2014; Rutten 2021):

 
Oui�k� = OG�k�1

�ZTi V�1
i
�
k�1

�
�
yi � Of

�
Xi
��
k
�
�
, i = 1, ..., n,

  (22)

where  
Vi�k�1

� = Zi OGZ
�
k � 1

�T
i + O�2

R
�
k�1

�Ini 
Step 3: Update the covariance matrix G and the estimate  �

2
R  by using the most recent residual values (Hajjem et al. 2014; Rutten 2021).
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where  "i
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k
�
, i = 1, 2, ...,K   and is not defined by RF and random effects estimates.

Step 4: Steps 2 and 3 are repeated until the stopping criteria of model fit are met (Hajjem et al. 2014; Rutten 2021; Krennmair and 
Schmid 2022).
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The process is considered to be converged when the general likelihood criteria (GLLk) is met after the kth iteration (Hajjem et al. 2014; 
Rutten 2021; Krennmair and Schmid 2022; Katreddi et al. 2023):

 
|GLLk � GLLk�1|

GLLk�1
< ı,

  
(26)

for some  ı > 0 .
In this scenario, relative convergence is chosen above absolute convergence. The GLL absolute value differs substantially per applica-

tion and sample. Thus, utilizing the actual GLL value to determine convergence is not particularly relevant. The steps for GA- MERF 
implementation are outlined as follows:

Step 1: After data preprocessing by removing the outliers, the data were divided into training and testing, in which 70% were used for 
training and 30% for testing the model. A 70/30 split was chosen based on the literature to balance between having enough data for train-
ing the model and retaining a sufficient portion for testing to evaluate the model’s performance (Majid et al. 2023; Mkono et al. 2023).

Step 2: Initialization of GA and MERF hyperparameters: In this paper, GA hyperparameters utilized were population size = 85, muta-
tion rate = 0.2, crossover rate = 0.9, and number of generations = 80. For MERF, the hyperparameters were min_samples_leaf = 11, 
min_samples_split = 12, max_depth = 8, and number of trees = 200.

Step 3: Training and evaluation: For each individual in the population, the encoded hyperparameters were used to build a MERF 
model, followed by training the MERF model, which was evaluated based on R, RMSE, and MAE fitness functions.

Step 4: Iteration and termination: Steps 3 and 4 were repeated for a predefined number of generations or until a stopping criterion was 
met (e.g., reaching a desired fitness level). Over successive generations, the GA should converge toward hyperparameters that result in a 
better- performing MERF model.

Step 5: Extract the best model: The individual in the final population with the highest fitness score was identified, which was used to 
train the MERF model and test the unseen data based on the utilized fitness function. The simplified GA- MERF flow chart is shown in 
Fig. 4.

Results and Discussion
Models’ Performance Indicators. Performance indicators, or evaluation metrics, play a crucial task in evaluating the competence of 
ML models. The selection of performance metrics is contingent upon the problem being addressed (classification, regression, clustering, 
etc.) and the particular objectives of the analysis (Naser and Alavi 2021; Arshad et al. 2023). Three performance indicators were used in 
this paper, which are correlation coefficient (R), RMSE, and MAE, as shown in Eqs. 27 through 29, respectively (Willmott and Matsuura 
2005; Mgimba et al. 2023; Nadege et al. 2024). In this paper, Python 3.12.3 was used to train and test the models. According to research 
findings, the model’s performance is considered excellent when it achieves an R- value near unity, and RMSE and MAE approach zero 
during training and testing, which signifies a strong alignment between the estimated values by the model and the experimental data (Chai 
and Draxler 2014; Mkono et al. 2023; Arshad et al. 2023).

 

R =

NP
i=1

�
yact � yact

� �
Yprd � Yprd

�

 s
NP
i=1

�
yact � yact

�2
! s

NP
i=1

�
Yprd � Yprd

�2
! ,

  

(27)

 
RMSE =

vuut
 
1
N

NX
i=1

�
yact � Yprd

�2
!
,
  (28)

D
ow

nloaded from
 http://onepetro.org/SJ/article-pdf/doi/10.2118/223123-PA/3589780/spe-223123-pa.pdf/1 by C

hina U
niversity of G

eoscience user on 20 Septem
ber 2024



2024 SPE Journal8

 
MAE =

1
N

nX
i=1

|yact � Yprd|.
  

(29)

Models’ Statistical Analysis. The GA- MERF model demonstrates exceptional R values of 0.9999 in training, indicating an excellent fit 
to the training data. However, its R drops to 0.9994 in testing, suggesting the potential ability to estimate new data, as shown in Table 2. 
Similarly, GMDH maintains strong R values of 0.9979 during training and 0.9592 during testing, intensifying its incapability to capture 
the variance in CO2 solubility estimation to unseen data sets. Further, BPNN models exhibit excellent R- value (0.9961) in training but 
face challenges in maintaining predictive power in the testing phase (0.8846), as shown in Table 2, reflecting potential overfitting to the 
training data and limitations in estimating new data sets. For the RMSE, the GA- MERF model exhibits outstanding performance during 
the training phase with an RMSE of 1.8×10-8, suggesting a close fit to the training data. However, during testing, the RMSE increases 
slightly to 2×10-8, as shown in Fig. 5, highlighting the potential ability of the model to estimate new data. GMDH performed well in the 
training phase with low RMSE values of 2.8×10-8 and increased to 2×10-7 during testing, as shown in Fig. 5, showing its robustness in 
accurately estimating CO2 solubility in brine. The BPNN model, while effective in training with an RMSE of 3.9×10-8, experienced higher 
RMSE values of 9.9×10-7 during testing, as shown in Fig. 5, indicating potential difficulties in maintaining accuracy with unseen data. 
Further, for MAE analysis, the GA- MERF model demonstrates superior performance in the training phase with an MAE of 1.1×10-11 
(Fig. 6). However, the MAE increases slightly to 1.8×10-11 during testing, as shown in Fig. 6, suggesting its ability to adapt to new data. 
Also, GMDH stands out as consistently reliable in training and testing, with low MAE values of 2.4×10-11 during training and 1.4×10-10 
during testing, as shown in Fig. 6, showing its ability to provide accurate CO2 solubility estimation. In contrast, BPNN models experience 
an increase in MAE during testing by 8.89×10-10, signaling potential limitations in maintaining precision with unseen data. On the other 
hand, GA- MERF used less computational time (65 seconds) compared to GMDH and BPNN, as summarized in Table 3, showing its fast 
convergence during model developments.

Model

R RMSE MAE
Computational Time 

(seconds)Training Testing Training Testing Training Testing

GA- MERF 0.9999 0.9994 1.8×10-8 2×10-8 1.1×10-11 1.8×10-11 65

GMDH 0.9979 0.9592 2.8×10-8 2.1×10-7 2.4×10-11 1.4×10-10 103

BPNN 0.9961 0.8846 3.9×10-8 9.9×10--7 3.1×10-11 9.2×10-10 188

Table 2—Training and testing results of the utilized models.

Fig. 4—Flow chart for GA- MERF model.
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Models RMSE MAE

Thermodynamic model (Sadeghi 
et al. 2015)

9.25×10-6 4.79×10-8

GA- MERF model 1.72×10-8 1.36×10-11

Table 3—Comparison between GA- MERF and traditional model.

In summarizing this section, GA- MERF outperformed both GMDH and BPNN in CO2 solubility estimation with high R and lower 
RMSE and MAE during training and testing, respectively, as detailed in Table 2. The performance rank is GA- MERF > GMDH > BPNN. 
This is because GA- MERF addressed the limitations of the other methods, such as overfitting in GMDH and the need for manual tuning 
in BPNN. The RF component of GA- MERF helps reduce overfitting and capture complex relationships. At the same time, the GA auto-
mates hyperparameter optimization, leading to a more robust and accurate model.

Fig. 5—RMSE comparisons for used models.

Fig. 6—MAE comparisons for used models.
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Models’ Comparisons. In this paper, we use three distinct models for CO2 solubility estimation, as detailed in the methodology section. 
To assess their effectiveness and robustness, we compared the models based on their predictive accuracy. This involved utilizing crossplots 
(also known as scatter plots) to analyze the relationship between actual and estimated CO2 solubility values. In a crossplot, the closeness 
of points to the line y = x reveals a model’s predictive accuracy. Tightly clustered points along this line indicate strong agreement between 
predicted and actual values, reflected in a high correlation coefficient (approaching unity) and signifying good model performance. 
As points stray from the line, the model’s accuracy weakens, hinting at higher errors and lower- quality predictions. Ideally, perfect 
predictions would yield all data points on the y = x line, resulting in a flawless R = 1 correlation. This simple visual analysis in a crossplot 
provides a powerful tool for quickly assessing a model’s capability to match actual data. The crossplots for GA- MERF, GMDH, and 
BPNN during training are presented in Fig. 7a, 7b, and 7c, respectively. For testing, the crossplots for GA- MERF, GMDH and BPNN 
are shown in Fig. 8a, 8b, and 8c, respectively. The analysis of Figs. 7 and 8 indicates that the CO2 solubility values estimated by GA- 
MERF outperformed those estimated by GMDH and BPNN during training and testing, in which R values are close to unity compared 
to other models, followed by GMDH and BPNN. GA- MERF surpasses both GMDH and BPNN in its flexibility and optimization power. 
Compared to GMDH with limited pairwise connections, GA- MERF thrives on complex data due to its RF structure. By combining 
multiple decision trees, each focusing on different aspects of the data, GA- MERF can capture the intricate relationships between factors 
like pressure, temperature, and salinity that influence CO2 solubility in brine. Additionally, averaging predictions from these trees helps 
prevent overfitting, a common issue with complex data, leading to a more robust model for this specific task. Its GA optimization escapes 
local traps, finding superior model structures unlike BPNN gradient descent, making it more robust for diverse problems. This synergy of 
adaptable architecture and powerful optimization unlocks superior accuracy, particularly in complex, nonlinear domains, where GMDH 
struggles and BPNN can get stuck in suboptimal solutions.

Moreover, Taylor’s diagram assessed the model’s performances in fracture permeability prediction. A Taylor diagram is a valuable tool 
in meteorology and other fields to visually compare the performance of different models or data sets against a reference one. It allows you 
to assess three critical aspects of this comparison: (1) Correlation: How well does the model reproduce the overall data pattern of the 
overall pattern? Points lying closer to the reference (actual) data indicate a higher correlation. (2) RMSE: How much does the model differ 
from the reference data regarding magnitude? The distance between the points on the diagram represents this. Points closer to the center 
indicate lower error. (3) Standard deviation: How well does the model capture the variability of the reference data? This is represented by 
the length of the radial line from the origin to the point representing the model. Points on the same circle as the reference indicate a similar 
standard deviation (Taylor 2001; Xu and Han 2020). Fig. 9 reveals that all ML models predicted CO2 solubility in brine successfully. 
However, the GA- MERF model surpassed GMDH and BPNN in the accuracy estimation of CO2 solubility in brine. Its standard deviation 
and R values demonstrate the closest alignment with reference data, showcasing its superior performance. Notably, the performance rank 
of the utilized models is GA- MERF > GMDH > BPNN, which matches the other results sections in this paper.

Moreover, a spider (radar) plot was used to compare ML model’s performance on CO2 solubility in brine. Based on Fig. 10, it appears 
that the GA- MERF performed better overall than GMDH and BPNN. This is because it has the lowest error values, particularly MAE and 
RMSE, during both training and testing. Also, GA- MERF has the highest R in both training and testing compared to other models. This 
is because GA- MERF is a more flexible model compared to GMDH and BPNN. This flexibility allows it to capture the complex nonlinear 
relationships between the input parameters and CO2 solubility in brine. However, it is important to note that the differences between the 
models are relatively small for all models, especially during training, because the model usually memorizes specific patterns in the 

Fig. 7—Crossplots for the used models during training.
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training data rather than learning the underlying relationships before being used in unseen data. On the other hand, GMDH performed 
better than BPNN with the highest R, and lower MAE and RMSE. This result confirms the superiority and applicability of GA- MERF in 
CO2 solubility in brine estimation. The ranks in model’s performance are GA- GMDH > GMDH > BPNN, which agrees with other results 
in this paper.

In addition, in this paper we compare the performance of a traditional thermodynamic model with a GA- MERF, which is the best ML 
model compared to others used. The thermodynamic model was developed by Sadeghi et al. (2015) as the combination of the 

Fig. 9—Model’s comparison using Taylor’s diagram.

Fig. 8—Crossplots for the used models during testing.
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Redlich- Kwong equation of state and Pitzer expansion. The combination of Redlich- Kwong and Pitzer expansion generally offers a good 
balance between accuracy, versatility, and potentially reduced complexity compared to individual traditional models. We found that GA- 
MERF achieved lower errors (RMSE and MAE) compared to the thermodynamic model in estimating CO2 solubility in brines, as sum-
marized in Table 3. Unlike other ML models, GA- MERF incorporates a GA for optimization, potentially leading to superior performance. 
This enhanced capability of GA- MERF led to lower errors (RMSE and MAE) compared to the traditional thermodynamic model. This 
comparison approves the potential of GA- MERF for improved CO2 solubility estimation in brines.

SHAP Analysis. SHAP analysis is a technique used in ML to explain the inner workings of a model, particularly how different features 
influence the final prediction (Parsa et al. 2020). It is not directly concerned with evaluating overall model performance but rather with 
providing insights into how each input contributes to the model’s decisions. SHAP assigns a value to each feature, indicating how much it 
influenced the prediction. Positive values mean the feature pushed the prediction in a certain direction, while negative values indicate the 
opposite effect. The magnitude of the value reflects how strong the influence is. Unlike some methods that provide a single importance 
score for each feature, SHAP explains feature influence for each prediction. This is helpful because a feature’s impact can vary depending 
on the values of other features (Abdulalim Alabdullah et al. 2022; Cakiroglu et al. 2024). Fig. 11 shows that the increase in salinity results 
in a decrease in the model output. This indicates that the model obeys salting- out effects where salts in brine (like NaCl) tend to crowd out 
CO2 molecules, making it harder for them to dissolve. So, as salinity increases, CO2 solubility decreases, which implies that aquifers with 
high salinity are not effective for CO2 sequestration. Also, the increase in temperature results in the decrease of the model output because 
increased temperature increases the movement of both gas and liquid molecules, making it less favorable for the gas to stay dissolved. So, 
as temperature increases, CO2 solubility decreases. Because as depth increases, the temperatures increase; this implies that a deep saline 
aquifer is not as efficient as a medium or shallow aquifer in CO2 sequestration. Further, the increase in pressure results in an increase in 
the model output because as pressure increases, CO2 molecules get squeezed together and become more likely to dissolve in the brine. 
This happens because it is harder for them to escape the liquid, and the higher pressure also makes the interactions between CO2 and water 
molecules more favorable for dissolving, hence more effective CO2 sequestration. Also, Fig. 12 shows that salinity has a great influence 
on the model output, followed by pressure, while temperature has a lower influence on the model output compared to others.

Models’ Validation. In this study, we compared three different models (GA- MERF, GMDH, and BPNN) for their ability to predict CO2 
solubility in brine. It was found that GA- MERF performed significantly better than the other two models. To confirm this finding, the GA- 
MERF model was tested on a completely new data set from the literature (Liu et al. 2011; Ratnakar et al. 2020). This new data contained 
the same key factors (pressure, temperature, and salinity) that influence CO2 solubility, but the actual CO2 solubility values were assumed 
missing. Essentially, the model was given only the input information (pressure, temperature, and salinity) and tasked with predicting 
the missing output (CO2 solubility). As illustrated in Fig. 13, GA- MERF estimated CO2 solubility values with exceptional accuracy and 
minimal errors. The accuracy was measured to be 99.08% with a relative error of 1.12%, which strongly suggests that GA- MERF can be 
reliably used to estimate CO2 solubility in new data, even when the actual CO2 solubility values are not available. This makes GA- MERF 
a valuable tool for researchers and engineers working with CO2 sequestration in brine formations.

Fig. 10—Radar plot in models comparisons.
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Comparisons of GA-MERF with Previous ML Models. Table 4 compares the performances of different models [GA- MERF, 
RBFNN- ABC, least- squares support vector machine (LSSVM), and fusion model] in predicting CO2 solubility in brine. The metrics 
used for comparison are R, RMSE, and MAE for both training and testing data sets. The GA- MERF model outperforms the other models 
(RBFNN- ABC, LSSVM, and fusion model) in predicting CO2 solubility in brine, as evidenced by its superior metrics—the highest R 
of 0.9999 in training and 0.9994 in testing and the lowest error values (RMSE and MAE), as shown in Table 4. While the fusion model 
also shows high performance with R values of 0.9998 in training and testing, GA- MERF significantly excels with notably lower RMSE 
and MAE values. The RBFNN- ABC and LSSVM models, though performing well, lag in both error metrics and R values, making GA- 
MERF the most accurate and reliable model for this task. The reason behind GA- MERF outperforming other models is because of its 
ability to leverage the optimization capabilities of GAs and the robust predictive power of MERFs. The GA optimizes feature selection 
and parameter tuning, enhancing the model’s accuracy. MERF handles complex nonlinear relationships and accounts for both fixed 

Fig. 11—Effects of each input to the model (GA- MERF) output.

Fig. 12—Influence of the inputs to the model (GA- MERF) output.

Fig. 13—GA- MERF model validation.
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and random effects, capturing underlying patterns and variability in the data. This combination results in a model with superior error 
minimization and consistent performance across training and testing data sets, making GA- MERF the best model for predicting CO2 
solubility in brine. The overall rank model performance is GA- MERF > fusion model > LSSVM > RBFNN- ABC.

Model

Training Testing Data Sets

ReferencesR RMSE MAE R RMSE MAE

GA- MERF 0.9999 1.8×10-8 1.1×10-11 0.9994 2×10-8 1.8×10-11 1,000 This study

RBFNN- ABC 0.9992 0.0218 – 0.9948 0.0572 – – Menad et al. (2019)

LSSVM 0.9997 0.0184 – 0.9952 0.0170 – 570 Ali Ahmadi (2016)

Fusion model 0.9998 0.0271 0.0169 0.9998 0.0272 0.0172 2,784 Wei et al. (2024)

Table 4—Comparison between GA- MERF with previous ML studies.

Conclusion and Recommendations
This study investigated the efficacy of a novel ML approach, the GA- MERF, for predicting CO2 solubility in brine. Accurate prediction 
of CO2 solubility is crucial for the development and implementation of CCS strategies, particularly those utilizing saline aquifers. The 
following points have been noted in this study:
1. GA- MERF demonstrated superior performance to GMDH and BPNN in estimating CO2 solubility in brines by achieving high R values 

and minimum errors in the training and testing phases. The R values for GA- MERF were 0.9999 and 0.9994 throughout the training 
and testing stages. The RMSE and MAE values were 1.8×10-8 and 1.1×10-11 during the training phase. The RMSE and MAE values 
were 2×10-8 and 1.8×10-11 during the testing stage. The model’s performance ranking was GA- MERF > GMDH > BPNN. Based on 
these results, GA- MERF emerges as a promising alternative method for CO2 solubility estimation tasks. An additional advantage of 
GA- MERF lies in its computational efficiency. The model demonstrably requires less computational time of 65 seconds compared to 
the alternative models evaluated. This characteristic is particularly advantageous for large- scale CCS applications, where efficient data 
processing and analysis are paramount.

2. From SHAP analysis, it has been discovered that salinity has a great influence on the model output, followed by pressure. In contrast, 
temperature has the lowest impact on the model output compared to other output. Also, the increase in salinity and temperature re-
sults in a decrease in the model output. This indicates that the model obeys salting- out effects where salts in brine (like NaCl) tend to 
crowd out CO2 molecules, making it harder for them to dissolve. So, as salinity increases, CO2 solubility decreases, which implies 
that aquifers with high salinity are not effective for CO2 sequestration. Further, because as depth increases, the temperatures increase, 
this means that deep saline aquifer is not as efficient as medium or shallow aquifer in CO2 sequestration. In contrast, the increase in 
pressure results in an increase in the model output because as pressure increases, CO2 molecules get squeezed together and become 
more likely to dissolve in the brine. This happens because it is harder for them to escape the liquid, and the higher pressure also makes 
the interactions between CO2 and water molecules more favorable for dissolving, hence more effective CO2 sequestration.

3. Upon applying the proposed GA- MERF model to estimate CO2 solubility for new experimental data, which assumed that there was 
no CO2 solubility data to validate the model, it was discovered that the model estimated CO2 solubility data with 99.08% accuracy in 
new experimental data, which is important for CO2 sequestration in aquifer.
In conclusion, this study presents compelling evidence that GA- MERF offers a powerful and efficient approach for predicting CO2 

solubility in brine. Its exceptional accuracy, minimal error rates, and computational efficiency make it a valuable tool for researchers and 
engineers working on CCS projects utilizing saline aquifers. Further investigations could explore the generalizability of GA- MERF to 
other CCS scenarios and its potential for real- time CO2 sequestration monitoring and optimization.
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