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Abstract: The precise characterization of geological bodies in fracture-vuggy carbonates is challeng-
ing due to their high complexity and heterogeneous distribution. This study aims to present the 
hybrid of Visual Geometry Group 16 (VGG-16) pre-trained by Gradient-Boosting Decision Tree 
(GBDT) models as a novel approach for predicting and generating karst cavities with high accuracy 
on various scales based on uncertainty assessment from a small dataset. Seismic wave impedance 
images were used as input data. Their manual interpretation was used to build GBDT classifiers for 
Light Gradient-Boosting Machine (LightGBM) and Unbiased Boosting with Categorical Features 
(CatBoost) for predicting the karst cavities and unconformities. The results show that the LightGBM 
was the best GBDT classifier, which performed excellently in karst cavity interpretation, giving an 
F1-score between 0.87 and 0.94 and a micro-G-Mean ranging from 0.92 to 0.96. Furthermore, the 
LightGBM performed better in cave prediction than Linear Regression (LR) and Multilayer Percep-
tron (MLP). The prediction of karst cavities according to the LightGBM model was performed well 
according to the uncertainty quantification. Therefore, the hybrid VGG16 and GBDT algorithms can 
be implemented as an improved approach for efficiently identifying geological features within sim-
ilar reservoirs worldwide. 

Keywords: fracture-vuggy carbonate reservoir; karst cavities; gradient-boosting decision trees 
(GBDT); Visual Geometry Group 16 pre-trained (VGG-16); uncertainty; Tahe oilfield 
 

1. Introduction 
Carbonate reservoirs have emerged as one of the crucial targets for oil and gas pro-

duction in many basins worldwide [1,2]. The discoveries of various enormous oil fields, 
such as the Tahe oilfield and associated reservoirs in the Tarim Basin, with hydrocarbon 
resources exceeding 106 tons, have turned into a significant exploration prospect in China 
[3–6]. The large and main production layer reservoirs in the Tahe oilfield are the Yingshan 
formations and Yijianfang formation of the middle-lower Ordovician fractured-vuggy 
carbonate [7,8]. According to the structure and sediment lithology, these reservoirs have 
firm heterogeneity with an ultra-low to low matrix permeability and porosity [9–11]. The 
fractured-vuggy system consists of many complex geological features (karst, caves, vugs, 
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pores, and fractures) varying in spatial distribution, geometrical morphology, forms, 
scales, and connectivity [3,12,13].  

In line with this, production from these carbonate reservoirs depends strongly on 
caves or the combination of both fractures and caves for their storage ability [14–16]. A 
realistic geological model has to carefully consider these geologic bodies for an excellent 
reservoir-scale numerical conceptual model. The karst cavities in the Tahe oilfield are this 
study’s primary object, including paleocaves, vugs, and pores. This is because intrinsic 
heterogeneities complicate observations and make estimation difficult. As a result, iden-
tifying karst cavities as reservoirs has usually been challenging in the petroleum field. 
Therefore, an advanced method that reduces complexity in karst cavity interpretation is 
required for better estimation and analysis. 

Many researchers have shown the indispensability of geophysical approaches in de-
tecting and analyzing various caves and evaluating reserves from seismic attributes 
[11,16–18]. These include the usage of microgravity, magnetic, electrical resistivity tomog-
raphy (ERT), induced polarization (IP) methods, and ground-penetrating radar (GPR) in 
several studies to investigate heterogeneities of the karst features, such as karstified zone 
limits, filled or unfilled paleocaves, voids, and sinkholes [19–21]. In addition, some au-
thors recommend the combination of two or more geophysical methods to delineate the 
target better, reduce uncertainty, and avoid misinterpretations of the target [22,23].  

Cave facies extraction is regarded as a segmentation problem that is easily handled 
by supervised machine learning methods. Supervised learning methods can provide the 
best results by learning from predefined labels as output data and unlabeled patterns as 
input data through seismic data. Seismic diffraction data, seismic reflection, conventional 
seismic images, and acoustic impedance images are some of the best tools that efficiently 
facilitate understanding the structure of caves by mapping their 2D or 3D spatial distri-
bution in fractured-vuggy reservoirs [23–26]. However, few studies have been conducted 
on paleocave characterization using supervised learning methods. 

Attempts at unsupervised machine learning-based paleocave characterization in-
clude the usage of a proposed sparsity constraint inverse spectral decomposition [27], the 
usage of adopted waveform clusters, spectral decomposition, geological constraints, and 
fuzzy C-Means clusters to characterize and classify the fracture-cavity paleo-channel res-
ervoirs [28,29] and the application of a democratic neural network association to predict 
lithofacies filling caves of paleokarst [30]. Similarly, studies have proposed neural net-
work models for paleocave identification. These include the usage of a supervised convo-
lutional neural network (CNN) model to generate unlabeled training images automati-
cally and labeled images for collapsed paleokarst feature characterization using 3-D seis-
mic images to avoid wasting time and to solve the problem of lacking training datasets 
[31], using Bayesian encoder-decoder network from a synthetic seismic dataset to charac-
terize the paleocaves [32] and the application of mask region-convolutional neural net-
work method to extract carbonate cavities from a digital outcrop profile automatically 
[33]. Only manually interpreting the karst cavities from conventional seismic images or 
simulation datasets predefined from seismic attributes ensures that the label data is relia-
ble [32,33]. However, it takes much time to prepare many label images by hand for train-
ing a 2D or 3D CNN model. One of the best ways to eliminate the need for an extensive 
training dataset is to use a non-neural network algorithm.  

Gradient-boosting decision trees (GBDT) algorithms are non-neural network ma-
chine-learning methods developed for regression and classification problems. It is a new 
and powerful machine-learning technique with a solid capacity to learn and deal with 
different scales of features with nonlinear decision boundaries [34]. Among other GBDT 
methods, Light Gradient Boosting Machine (LightGBM), Unbiased Boosting with Cate-
gorical Features (CatBoost), and Extreme Gradient Boosting Machine (XGBoost) are used 
to predict almost every domain of petroleum, including lithologic and facies prediction 
[35–40], petrophysical parameters prediction [40–43], production forecast [40,44], well 
drilling [45], prediction of pseudo density log [46], and enhanced oil recovery [47]. 
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Nevertheless, GBDT algorithms, which do not require many datasets, have not yet been 
applied to identify karst cavities.  

As with all machine learning, the GBDT algorithm cannot automatically learn fea-
tures from training image data [48]. In contrast to deep learning models, they require fea-
tures that are currently accessible. VGG-16, on the other hand, is well-known not only for 
its classification performance as a robust deep CNN-based model but also for its powerful 
extractor-enhanced classification feature [48]. However, VGG-16 needs more than 100 im-
ages or many data in order to make a good classification. The hybridization of VGG-16 
and GBDT resulted in a parallel processing neural network that extracted high-level fea-
tures that improved the target accuracy. The proposed method is thus worth establishing. 

The primary purpose of this study is to present a novel hybrid method of Visual Ge-
ometry Group 16 (VGG-16) pre-trained and GBDT to characterize the spatial geometry of 
karst cavities based on uncertainty reduction from the 2D seismic wave impedance small 
dataset of Tahe oilfield, Tarim Basin. First, the hybrid VGG-16 with the GBDT method for 
unconformities and karst cavities prediction was proposed. Secondly, the best approaches 
for karst cavities prediction were identified. Lastly, the benefits of coupling VGG-16 and 
GBDT models for estimating karst cavities were assessed regarding uncertainty. The pro-
posed model in this work can be used in any domain to see intricate features like the ge-
ological features of the paleo-karst reservoir and produce more precise subsurface models 
that could be important for petroleum, hydrogeology, geophysics, geological hazards, 
and engineering research. In other words, the proposed model can be used in any field to 
address the image segmentation issue. 

2. Geological Setting 
The Tahe oilfield is one of China’s most crucial carbonate oil and gas fields. It is in 

the northern Tarim Basin and covers more than 3200 km2 [26,49]. The study area is situated 
in the Tahe oilfield’s northwestern part, near the Luntai fault that runs east–west (Figure 
1a). It is an important area (approximately 600 km2) with huge exploration potential [10]. 
The Lower-Middle Ordovician carbonates, karstified by the Early Hercynian, cover its 
significant reserve. The Middle Ordovician (Yingshan-Yijianfang) Formations are the area 
of interest for our research. Geologically modified by the impact of several geodynamic 
phenomena such as tectonic activities (Caledonian, Hercynian, Indo-Yanshanian, and 
Himalayan movements) and associated with three episodes of karstification (I, II, and III) 
and series of erosions, Ordovician carbonate reservoirs are covered by ultradeep faulted 
karst and multiple complexes of karst cavity (vugs, paleocave, and pores) in the Tahe oil-
field, developing a significant potential resource favorable to the hydrocarbon migration 
and accumulation of hydrocarbons [23,26,50,51]. Early Hercynian karstification was the 
most important in making the complex paleokarst systems, including karst cavities. These 
asymmetrical and tubular cavities were partly or entirely by different sediments formed 
in the lower-middle Ordovician Formation’s vadose zones [23,51,52]. 

Following the distance between the top of the Ordovician and the Shuangfeng lime-
stone, three karst geomorphic units—the karst highlands, I-level karst slope, and II-level 
karst slope—formed in the Tahe region. They were produced under the influence of the 
Sangtamu waterproof layer, paleo-topographic alterations, and karst hydrodynamic con-
ditions in the overlay region during the genesis of Early Hercynian karstification [10,51]. 

Middle Ordovician strata generally formed a shallow platform environment and 
were mainly composed of grainstone and dolomitic limestone [7,17,50] (Figure 2). 
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Figure 1. Early Hercynian karst paleo-topography of Tahe oilfield (a) and study well in the study 
area (b) (modified from [10]). 
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Figure 2. Stratigraphic column of the Tahe oilfield, from the Upper Cambrian to the Lower Carbon-
iferous (modified from [53,54]). 

3. Material and Methods  
3.1. Seismic Wave Impedance Image Datasets 

The dataset used in this study was composed of seismic wave impedance images of 
the Lower to Middle Ordovician carbonate reservoirs. The dataset consisted of seventy 
and fifty-five vertical images in color (RGB channels) with a dimension of 1247 × 552 pixels 
oriented north–south (N–S) and 976 × 552 pixels oriented east–west (E–W) (Figure 3), re-
spectively. Eight unlabeled images of fifty-five images and nine of seventy were randomly 
selected as input data and interpreted manually using AUTOCAD software as output 
data. Then the assigned images were all annotated using ENVI software. 
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Figure 3. Image introducing dataset sizes and orientation. The green arrow indicates the direction 
north. 

3.2. Gradient-Boosting Decision Tree (GBDT) 
3.2.1. Principle of GBDT Algorithm 

Gradient-boosting methods (GBM) are machine learning techniques that gradually 
integrate several weak learners, such as simple decision trees, to develop a complex and 
robust model with greater accuracy depending on each sub-model’s residual error 
[45,55,56]. The data weights are adjusted for each weak learner individually, and the 
weightings of the decision trees determine their accuracy in each iteration tree [57]. The 
residual yields from an iteration become the input for the following decision tree [34,58]. 
In other words, the fundamental idea of the GBM is to create a new sub-model to offset 
the residual error produced by the preceding sub-model [45]. The gradient-boosting deci-
sion tree (GBDT) model is a classifier produced from an ensemble of decision trees that 
integrates a series of weak base learners used in gradient-boosting splits to address the 
overfitting problem [59,60]. 

In this current study, the input training set, consisting of extracted features based on 
VGG-16 pre-trained and labelled target variable set (uniformities and karst cavities), is ሼ(𝑋 ,𝑦)ሽ ୀଵ, and n is the number of samples of dataset. As shown in Figure 4, during the 
procedure of the GBDT model, each weak model predicts an output composed of a resid-
ual error and the desired output in every iteration. The first residual error (ℎଵ) can be 
determined by this following equation: 𝑦ଵ = ℎଵ + 𝛾𝑓ଵ(𝑋,𝜃ଵ)  (1)

where θ the parameter of specific classifiers that controls the structure of tree, 𝛾 desig-
nates the weight of each weak learn, 𝑋 is the input variables, and 𝑓ଵ denotes the first 
weak learn, 𝑓ଵ(𝑋,𝜃ଵ) defines the output of the first regression tree. 
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At the 𝑚− 1௧  time of iteration, the weak learner is 𝑓ିଵ(𝑋,𝜃ିଵ), and the loss 
function becomes 𝐿(𝑦, 𝑓ିଵ(𝑋,𝜃ିଵ)). The residual error generally decreases when the 
number of regression trees increase. At the final round, where the smallest residual is 
reached, the weak learner is ℎ, and the loss function values can be estimated from the 
following equation as: 𝐿(ℎ,𝑓(𝑋,𝜃) = 𝐿(ℎ,𝑓ିଵ(𝑋,𝜃ିଵ) + ℎ(𝑋,𝜃ିଵ)))  (2)

where m is the number of regression trees. The loss function is the primary factor in de-
termining whether the model is suitable for the solved issue. The loss function must be 
reduced to improve accuracy and keep the model stable, necessitating using a negative 
gradient to maintain residual fitting. The GBDT model employs the regression algorithm 
to identify the optimal 𝜃  and construct 𝑓(𝑋,𝜃) at the 𝑗௧ step to minimize the objective 
function (Equation (3)) [58]. The objective function is calculated following this equation: 𝐿 = ∑ 𝑙(ŷ ,𝑦) = ∑ 𝑙[ŷିଵ + 𝛾𝑓൫𝑋 ,𝜃൯, 𝑦]   (3)

where 𝑙 is the loss function. At the 𝑚௧ iteration, the negative gradient value of the loss 
function is given by [59]: 𝑟௧ = −[ങಽ(,(,ഇ))ങ() ]()ୀషభ(),      (4)

Or 𝑟௧ = −[ങಽቀ,൫,ഇ൯ቁങ൫൯ ]()ୀషభ() = 𝑦 − 𝑓(𝑋)  (5)

When the error loss function is the squared error between the predicted value and 
the truth output value. The final output of the model is the sum of all the weak models’ 
predictions. This would be written as [58]:  ŷ = ŷିଵ + 𝛾𝑓(𝑋,𝜃) = 𝛾 ∑ 𝑓ୀଵ (𝑋,𝜃)  (6)

where 𝜃 is the parameter controlling the structure of 𝑗௧ tree, and ŷ is the prediction of 
the 𝑗௧ regression tree; 𝑓(𝑋,𝜃) is the output of the 𝑗௧ regression tree. 

LightGBM and CatBoost are derived from the GBDT algorithm used in this study. 
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Figure 4. Schematic diagram of the GBRT model. 

3.2.2. LightGBM 
The first GBDT-based approaches, such as XGBoost, could not efficiently process and 

evaluate the information obtained when the datasets contained large amounts of data in 
terms of computational time [61]. Microsoft proposed the LightGBM algorithm based on 
the boosting regression algorithm. LightGBM uses three principal strategies to ensure that 
a practice is completed quickly, efficiently, and precisely. Firstly, LightGBM used leaf-
wise tree growth to build its decision tree [62]. However, to guarantee training efficiency 
and prevent overfitting, the depth of the tree and the minimum data of each leaf node 
were both regulated by LightGBM. 

Histogram-based techniques can aid in lowering loss, speeding up training, and re-
ducing memory utilization [63]. Secondly, LightGBM splits the internal nodes using the 
gradient-based one-side sampling (GOSS) method based on variance gain. GOSS de-
creases the number of instances with modest gradients before computing information 
gain, allowing it to sample enhanced data [64]. The histogram-based approach takes 
longer to compute than GOSS. Finally, LightGBM employs exclusive feature bundling 
(EFB) techniques to reduce the size of input features and speed up the training process 
without sacrificing accuracy. More information regarding GOSS and EFB theories can be 
found [64,65]. 

3.2.3. CatBoost 
CatBoost is a GBDT method proposed by [66,67]. It has certain peculiarities com-

pared to other GBDT models. CatBoost can use datasets with categorical features for train-
ing and testing, unlike other GBMs. During any machine preprocessing step, the categor-
ical features are usually converted into numerical features [68,69]. CatBoost can convert 
features to numbers thanks to greedy target-based statistics (Greedy TBS) [67]. Secondly, 
CatBoost uses a novel method termed “ordered boosting”, which efficiently adapts gra-
dient-boosting methods to tackle the target leak problem [66]. At last, CatBoost can handle 
a small dataset well. We frequently use stochastic permutations for the training data in 
CatBoost, which improves the algorithm’s robustness. If we have a dataset 𝐷 = (𝑋 ,𝑌) 
and a permutation 𝜎 = (𝜎ଵ … ,𝜎), then the substituted 𝑥ఙ,  is [67,70]: 

1

, ,
1

1

, ,
1

p

j k p k j
j

p

j k p k
j

x x Y aP

x x a

σ σ σ

σ σ

−

=
−

=

 

=



  +

= +


  

(7)

where 𝑝 is a prior value, and a is the weight of the initial value. This strategy aids in the 
reduction of noise generated by the low-frequency category. 

3.3. Study Workflow 
The key steps for further explaining the different phases of methodology are feature 

extraction, data pre-processing for hybrid VGG-16 and GBDT model construction, perfor-
mance evaluation metrics, and uncertainty assessment. Figure 5 shows a brief description 
of the workflow of the undertaken study.  
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Figure 5. Study workflow. 

3.3.1. Feature Extraction  
The Visual Geometry Group of the University of Oxford built an efficient group of 

deep convolutional neural networks (CNNs), namely VGGNet, consisting of ResNet101, 
VGG-19, DenseNet201 ImageNet, and VGG-16, for feature extraction and classification 
problems [71–74]. In this paper, we modified the VGG-16 architecture according to the 
input image sizes and applied its first block (VGG-16-Conv block 1) as feature extractors. 
The architecture of our pre-trained VGG-16 model consists of 5 max-pooling layers and 
13 convolutional layers (Figure 6). The main goal of feature extraction is to extract pixel 
values from images to be used by any machine learning model.  

 
Figure 6. Pre-trained VGG-16 architecture. 

3.3.2. Data Pre-Processing for Hybrid VGG-16-GBDT Model Construction 
After the pre-trained step, extracted features from seismic wave impedance and la-

beled images were reshaped to make them further match one another. The labeled data 
were then classified (one-hot encoded). This study used the global CS method to treat the 
class imbalance problems to avoid a biased result. Global CS is a resampling algorithm 
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sourced from the Python module package to overcome multi-class imbalanced datasets 
[75]. It duplicates all samples equally for each class to achieve the majority class size. The 
new balanced dataset was finally used as training data by different machine learning clas-
sifiers: hybrid VGG-16 and GBDT models. Before building GBDT models, hyperparame-
ter models were individually tuned by the randomized search model and evaluated using 
the 5-fold cross-validation (CV) method.  

3.3.3. Performance Evaluation Metrics 
Statistical measurements, such as the F-1 score, the weight-geometric mean (weight-

G-Mean), the micro-geometric mean (micro-G-Mean), and the multi-class area under the 
receiver operating characteristic curve (multi-class AUC-ROC) were used to figure out the 
effectiveness of each classifier.  

i. F-1 score  
Recall refers to a classifier’s ability to detect available samples, whereas precision re-

fers to the accuracy of recognizing relevant samples [76] on class 𝜔; precision and recall 
are expressed as follows: 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃𝑇𝑃 + 𝐹𝑃 (8)

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃𝑇𝑃 + 𝐹𝑁 (9)𝑇𝑃 is the number of true positives, 𝐹𝑃 is the number of false positives, and 𝐹𝑁 is 
the number of false negatives. 𝐹 − 1 score is a precision and recall harmonic mean [77]. 
High, low, or null values of the 𝐹 − 1 score depend on the increase, decrease, or null val-
ues of precision and recall. For multi-class datasets, computing 𝐹 − 1 score values of all 
the classes is defined as [76]: 𝐹 − 1 𝑠𝑐𝑜𝑟𝑒 = ଵ ∑ ଶ.ோ.௦ோା௦ୀଵ   (10)

ii. G-Mean 
Geometric-Mean (G-Mean), like the 𝐹 − 1 score, is a proper single metric for unbal-

anced data issues and is defined as:  𝐺 −𝑚𝑒𝑎𝑛 = (∏ 𝑅𝑒𝑐𝑎𝑙𝑙௪ୀଵ )భ     (11)

Two statistical measurements of the 𝐺 −𝑀𝑒𝑎𝑛 , called the micro-G-Mean and the 
weight-G-Mean, can help assess a multi-class classifier. The Micro-G-Mean approach adds 
up the system’s false positives, true positives, and false negatives for various sets and uses 
them to calculate statistics. The 𝑤𝑒𝑖𝑔ℎ𝑡 − 𝐺 −𝑀𝑒𝑎𝑛 determines each label’s statistics and 
multiplies them by their weight before being averaged. 

iii. ROC-AUC 
AUC-ROC curves are diagnostic plots used for classification problems that summa-

rize a model’s ability to discriminate several classes. [78] defines the AUC as follows: 𝐴𝑈𝐶 =  𝑇𝑃𝑅(𝑡)𝑑𝐹𝑃𝑅(𝑡)ଵ   (12)𝑇𝑃𝑅(𝑡) is the true positive rate, and 𝐹𝑅𝑃(𝑡) represents the false positive rate; [79] 
divided ROC-AUC values into five classes, as described in Table 1. The macro-average 
AUC and micro-average ROC curves are necessary in the case of multiple classifiers to 
evaluate the prediction performance [80].  
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Table 1. Discrimination accuracy of ROC–AUC (adapted from [79–81]). 

AUC Values Interpretation 
0.5–0.6 Not discrimination 
0.6–0.7 Poor discrimination 
0.7–0.8 Fair discrimination 
0.8–0.9 Good discrimination 
0.9–1 Excellent discrimination 

3.3.4. Uncertainty Assessment 
In this study, uncertainty is linked to errors in predicted area caves by the machine 

learning models. The errors in the area, which is the difference area between the predicted 
caves and references, were computed by ArcGIS software through an overlay analysis 
tool called the symmetrical difference. Based on the probability density (PDF) and cumu-
lative probability density function (CDF), the frequency of these incorrectly classified cave 
areas was used to assess the uncertainty prediction. CDF was regarded as the primary 
statistical uncertainty probability method.  

4. Results 
4.1. Training Models Results 

The models were built during training in two cases, A and B. The models in each case 
were constructed following the study workflow described in Figure 4. The models in case 
A were constructed from seismic wave impedance images of 1247 × 552 size, and those in 
case B were built at a 976 × 552 size (Figure 3). In each case, three images were used for 
training. For testing models, six images-oriented N–S and eight images-oriented E–W 
were used in case A, and five images-oriented N–S and five images-oriented E–W were 
used in case B.  

The range of selected hyperparameters, their importance, the best optimal values, 
and the results of the five-fold CV evaluation of each GBDT classifier based on F1-scores 
are mentioned in supplementary Tables S1 and S2, respectively. The training results in 
cases A and B were, respectively, 0.99 and 0.98 for the LightGBM model and 0.96 and 0.86 
for the CatBoost model. Table S3 reveals that LightGBM wastes less time than the Cat-
Boost model in case A, but the opposite is true in case B.  

4.2. Model Performance 
This part compares the performance of GBDT models in terms of cave and uncon-

formity prediction. Table 2 shows the results of each model. In both cases, A and B, the 
F1-score, micro-G-Mean, and weight-G-Mean of LightGBM have the highest values, indi-
cating that it performed better than CatBoost. In case A, the mean values of the F1-score, 
micro-G-Mean, and weight-G-mean are, respectively, 0.83, 0.90, and 0.89 for CatBoost and 
0.89, 0.94, and 0.91 for LightGBM. In case B, the average of F1-score and micro-G-Mean 
were, respectively, 0.85 and 0.91 for CatBoost and 0.92 and 0.96 for LightGBM. However, 
based on the first (Q1) and third (Q3) quartile values of the weight-G-Mean, CatBoost is 
introduced as having the best performance with 0.84 and 0.89, respectively, in case B. In-
deed, both models statistically achieved significant performance, although the results 
show that LightGBM classified better than CatBoost except in Q1 and Q3. 

Table 2. Statistic parameters of used GBDT models. 

Models Parameters 
Case A Case B 

F1-Score Weight-G-
Mean 

Micro-G-
Mean 

F1-Score Weight-G-
Mean 

Micro-G-
Mean 

CatBoost Min 0.82 0.80 0.89 0.83 0.73 0.90 
Q1 0.82 0.89 0.89 0.84 0.84 0.91 
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Median 0.83 0.91 0.90 0.85 0.88 0.91 
Mean 0.83 0.89 0.90 0.85 0.86 0.91 

Q3 0.85 0.92 0.91 0.86 0.89 0.92 
Max 0.86 0.92 0.92 0.87 0.91 0.93 

LightGB
M 

Min 0.87 0.80 0.92 0.90 0.71 0.94 
Q1 0.88 0.94 0.93 0.92 0.78 0.95 

Median 0.89 0.93 0.94 0.93 0.85 0.96 
Mean 0.89 0.91 0.94 0.92 0.83 0.96 

Q3 0.90 0.94 0.94 0.93 0.88 0.96 
Max 0.91 0.94 0.94 0.94 0.91 0.96 

Figures 7 and 8 show the classification performance of each classifier to discriminate 
between each feature in both cases A and B. In case A, all classifiers failed to extract classes 
6 and 7 from images 7480, 7490, and 7500 (Figure 7) and from images 2520 and 2530 in 
case B (Figure 8). Classes 6 and 7 are big and small caves, respectively. In these mentioned 
samples, the maximum values of the ROC-AUC curves of classes 6 and 7 were 0.86 and 
0.75, respectively, in case A and 0.89 and 0.73 in case B. The minimum values of the ROC 
curves are observed with LightGBM, estimated to be 0.62 for class 7 in case A and esti-
mated to be 0.65 for class 6 and 0.35 for class 7 in case B. Moreover, in other samples of 
each case, all classifiers performed well with all classes. Minimum micro- and macro-av-
erage ROC curves were, respectively, 0.96 and 0.88 in case A and 0.97 and 0.76 in case B. 
From a statistical point of view based on the ROC-AUC curves, CatBoost may perform 
better than LightGBM. This is not corroborated with previous performance metrics that 
carried us to further visualization analysis. 

 
Figure 7. Multi-class ROC-AUC curves of GBDT classifiers in case A. 
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Figure 8. Multi-class ROC-AUC curves of GBDT classifiers in Case B. 

4.3. Comparison of Models’ Capacity for Generating Features 
Figures 9 and 10 show the spatial distribution of caves and unconformities generated 

by GBDT classifiers in cases A and B. They quickly permitted the visual comparison of the 
classification performance of each used model. To evaluate the performance of each 
model, we focused on the predicted karst features that are between T74 and T76. In case 
A, Figure 9a,b,e,f demonstrated that LightGBM reproduced unconformities and caves 
while drastically reducing noise. However, CatBoost predicted caves and boundaries ac-
curately but with some noise (Figure 9c,d). GBDT models could properly generate the 
caves and unconformities in case B with very little noise (Figure 10), except T74. Moreover, 
a profound observation of each predicted image showed that LightGBM performed better 
than CatBoost. It was deemed the best GBDT model due to its ability to learn and predict 
the similar main features of reference images of any size and orientation. Therefore, after 
comparing the predicted images for cases A and B (Figure 11), the images made by the 
LightGBM model for case B were used to figure out how much uncertainty there was. 
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Figure 9. Comparison of images predicted by LightGBM (a,b), CatBoost (c,d), and reference images 
7480 (e) and 2530 (f) in case A. 
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Figure 10. Comparison of images predicted by LightGBM (a,b), CatBoost (c,d), and reference images 
2520 (e), 7490 (f) in case B. 

 
Figure 11. Comparison of the reference image 2550 (b) with the predicted images by LightGBM in 
cases A (c) and B (d) from image 2550 (a). 



Energies 2023, 16, 643 16 of 27 
 

 

4.4. Uncertainty Assessment for the Spatial Distribution of Geometry Caves 
4.4.1. Orientation and Channel Connectivity of Caves Geometry 

The green and deep pink polygons shown in Figures 12a and S1a are the shapes of 
small and big predicted caves, respectively. Polygons filled in red and dark orange are 
small and big reference caves. These figures resulted in a good performance of the 
LightGBM model because the channel geometries and the spatial association of caves are 
correctly and reasonably segmented. Even though, at some locations, the channel connec-
tion of big caves was overestimated (missing to preserve their discontinuity), the results 
provided a good match between the facies channel of the estimated caves and the refer-
ence ones in terms of orientation and connectivity. 

 
Figure 12. Predicted cave facies by the LightGBM model compared to references (a) and visualiza-
tion of under- or overestimated cave area (b).  
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4.4.2. Uncertainty Quantification  
Figures 12a and S1a have confirmed that LightGBM handled the location and spatial 

distribution of caves well, whatever their size. It also provided a perfect segmentation of 
cave patterns, similar to the references. However, predicted caves gradually overestimate, 
underestimate, or are slightly higher than references. As a result, quantifying uncertainty 
in cave prediction becomes an essential task in this study. 

Figures 12b and S1b highlight errors in the predicted cave area by the LightGBM 
model. PDF and CDF are shown in Figure 13. The P10, P50, and P90 of the CDF curves are 
63, 34, and 19%, respectively. This indicates that the uncertainty in cave prediction pro-
vided by LightGBM is highly favorable. In other words, the probability of the model over-
estimating or underestimating the area of cave geometry ranges from 19% to 34%. 

 
Figure 13. Histogram diagram, probability density, and cumulative distribution curves of error in 
the predicted cave area by LightGBM. 

5. Discussion 
This section aims to evaluate the performance of the LightGBM and CatBoost models 

compared to the logistic regression (LR) and multilayer perceptron (MLP) models. We can 
assess how trustworthy our suggested approaches are using the input data. 

LR is a machine learning method generally used for classification or regression based 
on a probability function. In the case of binomial or multi-class classification, LR trains 
dependent variables with weights to predict categorical variables as output using the Ber-
noulli probability function (Equation (7)) [82]. The values of these output variables can 
only range from 0 to 1. 𝑃 = ഀశഁೣଵାഀశഁೣ  (13)

where Pi is the probability for a specific value of xi, α is the intercept, β designs the regres-
sion coefficient, and е is the base of the natural logarithm base. 

The MLP is a type of popular feedforward neural network with a simple structure 
composed of three interconnected layers. The input layer, its first layer, receives the input 
neurons. The second layer is made up of one or more hidden layers of neurons that learn 



Energies 2023, 16, 643 18 of 27 
 

 

and compute the data that was received. Finally, the output layer predicts or classifies the 
output [83–85]. 

The specific procedure to build and train LR and MLP models was the same as that 
for the GBDT models described in Figure 4. The range of their selected hyperparameters, 
their importance, the best optimal values, and the results of the 5-fold CV evaluation of 
both classifiers are mentioned in Tables S1 and S2, respectively. Table S3 illustrates how 
long it takes to train and build these models. 

5.1. Model Performances Comparison  
Both boxplot diagrams in Figure 14 exhibit the classification performance of all mod-

els employed in this study to predict caves and unconformities. In case A, the minimum 
values of the F1-score, micro-G-Mean, and weight-G-Mean of both the LightGBM and 
CatBoost models are more significant than the maximum values of the LR and MLP mod-
els, indicating that the GBDT models performed better than both the MLP and MLP mod-
els. The F1-score, micro-G-Mean, and weight-G-Mean are estimated at 0.83, 0.9, and 0.88 
for CatBoost and 0.94, 0.96, and 0.88 for LightGBM. However, the maximum values of the 
F1-score, micro-G-Mean, and weight-G-Mean were 0.76, 0.87, and 0.86 for MLP and 0.78, 
0.87, and 0.82 for LR. Figure 15a–c shows that, compared to MLP and LR, LightGBM with 
the F1-score, macro-G-Mean, and micro-G-Mean, all greater than 0.9, correctly classified 
unconformities and karst cavity features in more than 100% of samples and did better 
than CatBoost with the F1-score, macro-G-Mean, and micro-G-Mean, all greater than 0.9. 
In case B, Figures 14b and 15d,e showed that only the LightGBM model performed better 
than MLP. In brief, although LightGBM performance may decrease in particular samples, 
as indicated by the weight-G-Mean values in Figure 15f, it is the best robustness model. It 
wastes less computation time (Table S3). 

 
Figure 14. Boxplot diagram of the prediction results of the used models in cases A (a) and B (b). 
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Figure 15. Comparison of model performances through the F1-score, macro-G-Mean, and micro-G-
Mean in Case A (a–c) and Case B (d–f) using bar charts. 

Figures 16 and 17 show that MLP and LR have similar performance according to 
ROC-AUC curves. Both MLP and LR could not ideally discriminate between classes 6 and 
7 of images 7480, 7490, and 7500 in case A and 2520 and 2530 images in case B. Therefore, 
MLP and LR also performed admirably as GDBT models, caves, and uniformities in other 
images. 



Energies 2023, 16, 643 20 of 27 
 

 

 
Figure 16. ROC-AUC analysis of LR and MLP classifiers in case A. 



Energies 2023, 16, 643 21 of 27 
 

 

 
Figure 17. ROC-AUC analysis of LR and MLP classifiers in case B. 

5.2. Comparison of Models’ Capacity for Generating Features 
In case A, Figure 18a,c,e showed that MLP and LR failed to differentiate T76 and 

matrix and strongly overestimated small caves and T74, causing a lot of noise. MLP as 
GBDT is able to preserve unconformities and different caves with very few noises (Figures 
9, 10 and 18b,f), in contrast to LR (Figure 18d), which slightly failed to predict caves well 
in Case B. Therefore, LightGBM remained the best classifier in terms of cave prediction. 



Energies 2023, 16, 643 22 of 27 
 

 

 
Figure 18. Comparison of images predicted by MLP (a,b), LR (c,d), and reference images (e,f). 

5.3. Uncertainty and Suggestion 
According to the CDF analysis, the uncertainty prediction in Figure 12 seems rela-

tively great or acceptable. This uncertainty may be due to model misclassification; noises 
during the process of shape extraction in ENVI software, especially during the image 
smoothing step; and calculating coordinates through linear functions in Excel. These 
sources of errors were mentioned by [44]. In addition, our proposed method consumes 
less computational time. Our approach accurately provided an excellent result based on 
previous study results because it better classified the small and big karst cavity geometries 
and unconformities from a few datasets. Other studies using seismic approaches to extract 
and characterize paleocaves did not quantify the uncertainty that can reduce the risk of 
making a decision [11,13,16,86]. The workflow of the present work applied a straightfor-
ward method for evaluating predicted karst cavity uncertainty based on statistical evalu-
ation, compared to the Bayesian deep learning used [32] based on observation. It is not 
easy to compare the performance of our proposed methods to the Bayesian encoder–de-
coder network. For leading risk assessment in exploration and development, the proposed 
methods can help with the 3D geological model. 

As mentioned before, the methods proposed by [31–33] for identifying paleocaves 
based on CNN require large datasets for training. Our proposed workflow can provide 
an encouraging result using very few datasets. For the fast and accurate prediction of 
caves in future work, the researchers must always keep working on a small dataset, seeing 
that the manual interpretation takes a long time (several weeks). However, they have to 



Energies 2023, 16, 643 23 of 27 
 

 

investigate further the performance of the different feature extraction techniques, the ex-
ploration of unbalanced data methods, and other deep learning techniques, such as 1D-
CNN and CNN-long short-term memory networks (CNN-LSTM). 

6. Conclusions 
This study proposes a hybrid VGG-16 and GBDT model for karst cavity segmenta-

tion. The study proposed a classifier that can identify cave facies by minimizing the error 
in their geometry based on the small dataset. The results revealed that LightGBM was the 
best model, with an F1-score ranging from 0.87 to 0.94 and a micro-G-Mean ranging from 
0.92 to 0.96 compared to other models. Compared to others, the proposed model can learn 
and predict perfectly by preserving spatially consistent patterns and similar main features 
of reference images of any size and orientation. As a result, the F1-score, micro-G-Means, 
weight-G-Mean, and multi-class ROC-AUC curves show that the combination of these 
interactive approaches produces good results and can be used to distinguish different 
karst cavities and unconformities with a minimum value of 0.7. Based on CDF, LightGBM 
depicts favorable uncertainty in cave prediction. 
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